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Abstract

Attention-Deficit Hyperactivity Disorder (ADHD), a neurodevelopmental
disorder affecting millions of people globally, is defined by symptoms of
hyperactivity, impulsivity, and inattention that can significantly affect an
individual's daily life. The diagnostic process for ADHD is complex, requiring a
combination of clinical assessments and subjective evaluations. However, recent
advances in artificial intelligence (Al) techniques have shown promise in predicting
ADHD and providing an early diagnosis. In this study, we will explore the
application of two Al techniques, K-Nearest Neighbors (KNN) and Adaptive
Boosting (AdaBoost), in predicting ADHD using the Python programming
language. The classification accuracies obtained were 96.5% and 93.47%,
respectively, before applying balancing to the data. In addition, 98.59% and 97.18%,
respectively, after applying the balancing technique The extreme gradient boosting
(XGBoost) technique had been applied to selecting the important features and the
Pearson correlation for finding the correlation between features.

Keywords: Prediction, Attention Deficit Hyperactivity Disorder (ADHD), Acrtificial
Intelligence, KNN, AdaBoost, XGBoost, Pearson correlation.
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1. Introduction

Attention-Deficit Hyperactivity Disorder (ADHD) is a neurodevelopmental disorder
characterized by difficulty focusing, motor control, adjusting behavior to fit certain situations,
and controlling impulsive actions. It is a very frequent disorder [1] and affects nearly 5% of
children in the world. Elevated ADHD symptoms, even when time-limited, can beget risks for
serious impairments such as school failure and conflict with family members. The diagnosis
of ADHD involves several time-consuming and costly tests, which may not always be
accurate and can be prone to bias [2]. Al techniques have shown promising results in different
uses, such as academic student performance prediction [3], predicting COVID-19 [4],
prediction of DNA binding sites [5], breast cancer detection [6], speech emotion recognition
[7], and emotion recognition from different channels [8]. These techniques provide faster and
more accurate results. According to current work, K-Nearest Neighbor (KNN) and adaptive
boosting (AdaBoost) were utilized to predict ADHD and then find total efficiency and
accuracy to predict if a human will suffer from this disease or not. Current work aims to help
specialists make a more accurate and effective diagnosis of ADHD, which leads to improved
treatment outcomes and quality of life for those affected by the disorder. The contributions of
this paper are:

1- The use of Al in the prediction of social and behavioral diseases depends on the
statements of the survey, which are written by specialists.

2- The dataset of ADHD had been constructed based on the survey answered by the parents,
not the images of the intrinsic time-scale decomposition signal.

3- The features of the dataset have been constructed depending on the specialists, and then
two techniques of Al are used for classifying the features of ADHD.

4- The importance of features has been computed using the XGBoost technique, which
means which features affect the appearance of ADHD, and then the correlation between
features has been computed using Pearson correlation.

The structure of this paper is as follows: the associated research is discussed in Section 2.
Section 3 displays the materials and methods employed in the paper. Section 4 highlights the
details of the proposed model. Section 5 outlines the results and discussion, and concluding
remarks on the suggested method and future work can be found in Section 6.

2. Related Works
The following is a presentation of previous studies related to our current research:

T. Chen et al. [9] Ongoing efforts have led to the development of a hybrid Al algorithm for
diagnosing adult ADHD. It combines a machine learning (ML) model with a knowledge-
based model. The algorithm is currently being tested in a clinical trial conducted by the
largest national health service in the UK. Additional data has become available, totaling 501
anonymized records as of July 2022. This prompted researchers to retrain and optimize the
ML algorithm for improved accuracy. The study also explores the effectiveness of variables
other than the diagnostic interview for ADHD in adults, which is costly and relies on trained
clinicians. Results show that the newly trained model achieves 75.03% accuracy when using
all features, while the hybrid model achieves 93.61% accuracy. Additionally, a rule-based ML
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model alone achieves 65.27% accuracy, highlighting the potential for cost-effective models in
the future.

S. Saini et al. [10] analyzed the classification performance of three ML algorithms (Naive
Bayes, KNN, and logistic regression) applied to the dataset (of 157 children, out of which 77
were ADHD patients and 80 were healthy) collected from open source. KNN showed the
highest accuracy of prediction with 86%, followed by Naive Bayes (52%), and logistic
regression (66%).

Ghaderyan P et al. [11] proposed a new interdependence electroencephalography (EEG)

feature, dynamic frequency wrapping, based on dynamic analysis of frequency fluctuations as
a hybrid feature extraction step; a new EEG classifier using sparse coding was developed to
detect ADHD. Testing the method with EEG recordings of 14 ADHD children and 19 healthy
controls during resting state and a time-reproduction task, the accuracy rate was 99.17%.
Liu, S. et al. [12] proposed a deep learning model that incorporates spatiotemporal feature
extraction to extract the features of the fMRI and a classifier. To reduce the spatial dimension
of rs-fMRI and extract 3D spatial features, the nested residual convolutional de-noising auto-
encoder was used. Simultaneously, the 3D convolutional-gated recurrent unit was employed
to extract both spatial and temporal features, which were then sent to a sigmoid classifier for
classification. The training and testing processes were conducted across five sites of ADHD-
200, producing results that indicated this new method could successfully improve
classification performance between ADHD and typically developing disorders in cross-site
tests from 1.14% to 10.9% in comparison to other methods.

Tor HT et al. [13] developed a novel automated system as an additional tool to help
clinicians accurately diagnose ADHD and/or conduct disorder, providing faster treatment for
children. EEG signals were broken down with the empirical mode decomposition and discrete
wavelet transform. Autoregressive modeling coefficients and relative wavelet energy were
calculated on the signals, after which a variety of nonlinear features were extracted. Adaptive
synthetic sampling was used to balance the dataset. The sequential forward selection method
was then employed to identify the significant features, which were fed into an array of
classifiers. The system was tested on 123 children's EEG data using a ten-fold validation
strategy, obtaining the highest accuracy rate of 97.88% with the KNN classifier.

3. Materials and Methods
This study used baseline data from surveying parents of children (6-12). One hundred and
fifty-three parents consented to participate in the study.

3.1 Classification and Feature Selection
An overview of the used classification algorithms and feature selection methods is
provided below.

3.1.1 k-Nearest Neighbor Method

The non-parametric supervised learning algorithm known as KNN is well-known for its
ease of understanding. However, it is memory-intensive as it retains the entire training set for
classification, resulting in high complexity during test time. KNN saves all the training data
and utilizes the complete training set for prediction or classification, simply preserving all
values from the dataset. Various metrics like Euclidean distance, Manhattan distance (also
known as City Block), and Minkowski distance (which is a generalization of Euclidean and
Manhattan) can be employed to compute the distance between the training set and test set [6].
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3.1.2 Adaptive Boosting

To create one stronger classifier and improve prediction accuracy, the AdaBoost algorithm
might combine several weak classifiers. Its adaptiveness can be seen in the fact that samples
that the preceding weak classifier might have misclassified are given more attention, and the
weighted data are utilized to retrain the following weak classifier. Every time this model
meets a set of requirements, a new weak classifier is added at the same time, and each input
sample is given equal weight. Consequently, if one sample is incorrectly identified, its weight
should increase. If not, its weight ought to decrease. The following weak classifier is trained
using the data whose weights were adjusted. Finally, all weak classifiers combine to form a
strong classifier [15].

3.1.3 Extreme Gradient Boosting

Feature selection is a fundamental part of pattern recognition and ML, as it removes
irrelevant, noisy, and extraneous data from the raw features, which enhances the effectiveness
of prediction models. In this study, feature importance scores were derived with the XGBoost
algorithm, which is employed in ML. It computes an importance score for each feature based
on its contribution to decisions made with boosted decision trees [16].

3.2 Correlation Coefficient

The most well-known linear correlation coefficient is Pearson. It is a statistical indicator of
how much two variables' values vary from one another and shows how strongly two variables
are linearly connected. The correlation coefficient, which measures the linear correlation
between two discrete-time signals, is defined in Eq. (1) [17]:

P, = Cov, , 1)
o, 0,
where x and y stand for the standard deviations of x[n] and y[n], respectively, and Covxy
denotes the covariance of two signals. The correlation coefficients, x and y, range in value
from -1 to +1. There is no linear relationship between the two signals if the value is equal to
zero. A significant positive correlation between the two signals corresponds to a value near +1

for the x and y, and a strong negative correlation to a value close to -1.

4. The Proposed Model

This suggested model contains three stages: preprocessing, feature construction, and
classification. As shown below, feature selection has been used to select the important
features that have an effect on the classification of ADHD, and the correlation between
features has been computed using Pearson correlation. Figure 1 shows the architecture of the
proposed model.
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Figure 1: The proposed model architecture

4.1 The Data Collection

The data was collected using a survey, which was filled out by the parents of the children
(6-12). The survey contained questions, which were taken by the specialists in ADHD; the
statements of the survey were written in the Arabic language and distributed in all the cities in
Irag. The families had answered only one hundred and fifty-three questions. Most responses
are from Baghdad. Figure 2 shows the histogram of cities, and Figure 3 shows the histogram
of children's age percentage for the dataset.
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Figure 2: The histogram of cities' percentage
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Figure 3: The histogram of age percentages for the dataset

4.2 The Preprocessing Stage

The preprocessing step is vital in the prediction process, as it repairs the data to ensure that
it can be employed in feature selection and, hence, the classification stage. Two processes
were carried out at this stage. Firstly, the discretization of attributes was conducted. In the
questionnaire, each attribute's values were divided into four quartiles (always, often, little, and
rarely). The value of scaling digitally is presented in Table 1, while the class label classifies
binary classification either as existing or not. The class label was computed by the threshold
using Eq. (2) for each instance. In this work, the threshold value was (62). Secondly, process
the zero values by taking the mean using Eq. (3). The dataset contains 153 records; it is an
imbalanced dataset because it contains 118 zero-class labels and 35 one-class labels. Figure 4
shows the histogram of the class label. Because the dataset was imbalanced, this caused
biased results for zero-class labels. The Synthetic Minority Over-sampling Technique
(SMOTE) has been used for balancing the dataset. Therefore, the number of the class label
after 50% balancing was (177) while the number of zero class labels was (118) and the
number of one class label was (59), and the number of the class label after 100% balancing
was (236), while the number of zero class labels was (118) and the number of one class label
was (118). Figure 5 a shows the histogram of the class label after 50% balancing using the
SMOTE technique, and Figure 5 b shows the histogram of the class label after 100%
balancing using the SMOTE technique.

S =)
T:Jmm6)+mm@) (2)
2
p=—%N, x )
Table 1: The digital value of the attributes
Attribute's value Digital value of the attribute
Always 3
Often 2
Little 1
Rarely 0
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Figure 4: The histogram of the class label
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Figure 5: The histogram of the class label after 50% (a) and 100% balancing (b)

4.3Features Construction Stage

In this stage, the attributes are directly selected using the feature selection method. There
were 41 attributes in the dataset. By using the questionnaires indicated in the previous section,
the families of the children filled out these characteristics. The score of each feature ranges
from 0 to 3. Table 2 presents the attribute and its description.
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Table 2: The Attribute and its Description

Iragi Journal of Science, 2024, Vol. 65, No. 9, pp: 5281-5294

Fe:ltoure Attribute in English Arabic
F1 Poor ability to pay attention and focus S, 5ol e 3 )l Canaca
F2 He suffers from wandering and daydreaming i) 23lal 2 8 (e (Slay
F3 He fails to complete the tasks he starts Wy ) aleall olail & Qi
F4 Moves from one activity to another without justification De 050 LAY Ll e Jisy
F5 Tells stories that are not true or false LIS g ddia e Landl (g
F6 He does not listen or listen to instructions given to him | 4} p385 3l cilagladill ) oay o) aaion Y
7 He often preoccupies himself with his fingers, his ¢ Al ¢ anbialy M\m Jadiy L 188
clothes, and his hair o iy
F8 It is easy to drive than others ) e 4508 Jgd) e
F9 He gets distracted by stimuli in an unusual way o ub":ﬂ‘:m ol casy
F10 He forgets important things or tools Al @l gal ol el oy
F11 Exposure to accidents due to lack of attention LY (s Cany Gl g () (i il
F12 Avoids difficult tasks that require mental effort Llie laga alla®i 3l peall aleall ciindy
F13 Many annoying and purposeless actions and behaviors s e 5 dae e s Al 5 Jlel
Fl14 He might climb on walls or something like that aliasl gloaall o lually o 8 58
F15 Damaging and scattering things L imy 5 £LuaY) o)
F16 Jumping on furniture and things Ll s ety e el
F17 Escape from home Jsall e el
F18 Doing things that are unacceptable to others O AY) (e A sb ye Jlacly ALl
F19 He loves to fight with others AV ae A jall e
F20 cruel to animals Gl gpall ol
F21 He does not get along with his brothers or others O AY) S 43 53) e iy ¥
F22 He may not have fun while playing all) L) ity Y 8
F23 Not cooperating with others AV g Oslaie e
F24 sucking or chewing the thumb, clothing or blanket L) 5l Gl ¥ a5l s
F25 He steals things i 48 o o 5y
F26 He obeys with resentment (alaial 5 elinly gl
F27 Cruel and brutal dpdia 5 Ol a5 Ll
F28 Rebellious, stubborn and disobedient abe e 5 uie 53 ek
F29 Difficult to make friends and communicate with others ge =l Qj\;;\‘bﬁ o
F30 He denies mistakes and blames others O AV ask 5 elad) Sy
F31 His words are not clear and different from other children J¢m¢p;%ii§¢51¢¢a&
F32 He can perform anti-social behavior such as starting a fire JorllS il *‘-‘j&‘ﬁ)‘w ot o (Sa
F33 Avoids apologizing Ol Y sy
F34 Move and impulsively restless lag ¥ elbaily S oa
F35 He can't control his actions Alladl e 5 k) gk ¥
F36 His demands must be fquiII_ed imme_diately and it is e Cuaay s Jall i adlae 5055 o) s
difficult for him to wait syl
F37 His feelings will soon be hurt s_elie = adile gle ju
F38 He gets bored quickly and gets bored b (e (Flry 54 oy
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F39 It is easy for him to scream or cry S sl g O dedll e
F40 We often find him upset and frowning e g slie saai Llle

He gets himself involved in matters that have nothing to e 1§ adh ani
Fal do with him e Al Y el i

4.4 Classification Stage and Performance Evaluation

As mentioned in the previous subsection, the feature vector was constructed from the
responses to the survey. The total number of features is 41. Two techniques that have been
used for classifying the feature vector are the KNN and AdaBoost. The dataset contained 153
instances before the balancing step and 177 and 236 instances after the 50% and 100%
balancing steps, respectively. The dataset was split into 70% for training and 30% for testing.
The proposed work is evaluated using the following equations [18].

TP +TN

Accuracy = (4)
TP +FN +TN +FP

where TP = true positive, FN = false negative, FP = false positive, and TN = true negative.
A recall is the ratio of correctly predicted positive observations to all observations in an actual
class, as shown in Eq. (5) below:

Recall=TPI/(TP + FN) (5)

Precision: is the ratio of correctly predicted positive observations to the total predicted
positive observations, as shown in Eq. (6) below:
Precision=TPI(TP + FP) (6)

The F1-score is a measure of a test's accuracy. It considers both the precision and the recall of
the test to compute the score, as appears in Eq. (7) below:
F1-score = 2 * (Recall /Precision + Recall) @)

4.5The Importance of Features
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Figure 6: The top twenty important features using XGBoost

The XGBoost had been used to locate the importance of features by computing the gain for
each feature. Therefore, each feature had a score and weight, while the gain type showed the
average gain across all splits where the feature was used, and the weight showed the number
of times the feature was used to split data. Figure 6 shows the top twenty important features.
Table 3 shows the value of importance for each feature.
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Table 3: The score of each attribute using XGBoost

Feature No. Feature score Feature No. Feature score
FO 0.02927 F21 0.00000
F1 0.00000 F22 0.00000
F2 0.00387 F23 0.00000
F3 0.00000 F24 0.00000
F4 0.01598 F25 0.10951
F5 0.01056 F26 0.02410
F6 0.00000 F27 0.03549
F7 0.00674 F28 0.03665
F8 0.03741 F29 0.00781
F9 0.02643 F30 0.03078

F10 0.03587 F31 0.03149
F11 0.00772 F32 0.00232
F12 0.00000 F33 0.01842
F13 0.00595 F34 0.05518
F14 0.03258 F35 0.00000
F15 0.00702 F36 0.00000
F16 0.05203 F37 0.04361
F17 0.04242 F38 0.00000
F18 0.19812 F39 0.06903
F19 0.01146 F40 0.00342
F20 0.00876

4.6 Correlation of Features

The correlation between features had been computed using Pearson correlation for
understanding the relationship between features and finding if the attribute depends on one or
multiple features. The correlation had been computed using Eq. (1). The positive correlation
between two or more features has a value greater than zero, which is represented by a small
cell in Figure 7. The positive correlation means any increase in the value of one feature causes
an increase in the value of the correlated feature.

31
33
35
37
39
fa1

— m N~ & — m
e = & 090 2 5 2

v~ ~
hhhhh & & & &8 & 8 8 8 2 8 =

- 1.0

- 0.8

@ o~ N

Figure 7: The correlation between features
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As shown in Figure 7, there is more than one feature that is correlated. The feature (he
fails to complete the tasks he starts) is correlated. So, the existence of one of them can be
dispensed with for the other correlated feature. The same thing applies to features (19) and
(15).

5. Results and Discussion

This work was carried out using the Python (V.3.5) programming language and the Jet
Brains Pycharm (V.2018.2) framework. As mentioned, this work contained three main stages.
Firstly, the data preparation involves answering the survey, balancing the data, and processing
the null value. Secondly, constructing a feature vector by selecting all features for
classification in the next stage Finally, the classification stage was carried out using two
techniques (KNN and AdaBoost) for classifying the feature vector.
Two models had been applied to the imbalanced dataset and to balancing the dataset using the
SMOTE technique. The accuracy of classification using KNN and AdaBoost techniques was
96.5% and 93.47%, respectively, for the unbalancing dataset, 98.14% and 93.5%,
respectively, for the 50% balancing dataset, and 98.59% and 97.18%, respectively, for the
100% balancing dataset. Figure 8 shows the difference in accuracy between the proposed
models using KNN. Figure 9 shows the difference in accuracy between the proposed models
using AdaBoost.

KNN

99 -~
98.5 -
98 -
97.5 -
97 -
96.5 -
96 -
95.5 -
95

B KNN

imbalanced 50%balance 100%balance
dataset

Figure 8: The accuracy of the proposed models using KNN

AdaBoost

98 A
97 A
96 -
95 -
94 - = AdaBoost

93 -
92 -
91

imbalanced 50%balance 100%balance
dataset

Figure 9: The accuracy of the proposed models using AdaBoost.
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As shown in Figure 8, the accuracy of the imbalanced dataset was good but less than that
of the fifty percent balanced dataset and the hundred percent balanced dataset, but we can’t
measure the accuracy only in this case because the dataset was imbalanced. So, the
classification report had been measured. Also, as shown in Figure 9, the accuracy of the
imbalanced dataset was good but less than that of the fifty percent balanced dataset and the
hundred percent balanced dataset, but we can’t measure the accuracy only in this case because
the dataset was imbalanced. So, the classification report had been measured. Generally, the
value of F1_score is the value for showing the bias of the accuracy in the class label (zero)
and class label (one). Tables (4), (5), and (6) show the classification report for each technique
before balancing and after balancing for 50% and 100%, respectively, for KNN and AdaBoost
classifiers.

Table 4: The classification report of each technique before balancing

Technique Precision Recall F1-score Support Class label

0.97 0.97 0.97 36 0

KNN 0.90 0.90 0.90 10 1
0.96 46 Accuracy

0.97 0.94 0.96 36 0

Ada Boost 0.82 0.90 0.86 10 1
0.93 46 Accuracy

Table 5: The classification report of each technique after balancing for 50%

Technique Precision Recall F1-score Support Class label

1.00 0.97 0.99 36 0

KNN 0.95 1.00 0.97 18 1
0.98 54 accuracy

0.92 0.97 0.95 36 0

AdaBoost 0.94 0.83 0.88 18 1
0.93 54 accuracy

Table 6: The classification report of each technique after balancing 100%

Technique Precision Recall F1-score Support Class label

0.97 1.00 0.99 35 0

KNN 1.00 0.97 0.99 36 1
0.99 71 Accuracy

1.00 0.94 0.97 35 0

AdaBoost 0.95 1.00 0.97 36 1
0.97 71 Accuracy

In general, as shown in the previous results, the accuracy of the KNN technique for three
cases (imbalance, 50%, and 100%) in the dataset was good compared with the AdaBoost
technique for the same cases. Because the dataset was imbalanced and balanced, the
classification report is very important for clarifying the results, especially the F1-score. Table
4 showed the value of the F1-score was 0.97 for the class label (zero) and 0.90 for the class
label (one) when using KNN. The difference between these values is because the number of
the class label (zero) is greater than the number of the class label (one). Also, the value of
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F1 score was 0.96 for the class label (zero) and 0.86 for the class label (one) when using
AdaBoost because the dataset was imbalanced.

Table (5) showed the value of the F1-score was 0.99 for the class label (zero) and 0.97 for the
class label (one) when using KNN. This means there is an approximate value for the F1-score
for a two-class label because of balancing the dataset at 50%. And there is an enhancement for
the value of the F1-score when using AdaBoost for the same reason, where the F1-score was
0.95 for the class label (zero) and 0.88 for the class label (one).

Table (6) showed the value of F1_score was 0.99 for the class label (zero) and 0.99 for the
class label (one). When using KNN, the values of F1_score were the same. Also, the values of
F1 score were the same when using AdaBoost, which were 0.97 for the class label (zero) and
0.97 for the class label (one).

6. The Conclusion and Future Works

ADHD is a neurodevelopmental disorder that affects a significant number of children and
adults worldwide. The diagnosis of ADHD involves several time-consuming and costly tests.
The diagnosis of ADHD contains medical tests and behavioral tests. This paper concentrated
on behavioral tests.

Recently, Al techniques have been used for predicting behavioral and social diseases as
well as medical diseases. Therefore, the current study used the Python programming language
to examine the possibility of having ADHD symptoms using Al techniques. One hundred
fifty-three Iraqgi parents of children (6-12 years old) filled out an online survey, which
contains statements about ADHD, to investigate the degree of severity of different emotional
and mood states such as sadness, boredom, little enjoyment/interest, and disrupted behaviors
such as verbal and physical aggression and opposition. The proposed model used two
techniques: KNN and AdaBoost; the classification accuracies obtained were 96.5% and
93.47% for unbalanced data and 98.59% and 97.1% for balanced data, respectively; the
XGBoost technique was applied for selecting the essential features; and the Pearson
correlation was used for finding the correlation between features.

In future works, hybrid features can be used in predicting ADHD by analyzing social and
behavioral factors and medical images of the brain using the techniques of soft competition.
In addition, Al techniques can be used for other social and behavioral diseases, such as post-
traumatic stress disorder (PTSD).
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