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Abstract

The need for efficient technique for data encryption is clear. Our attention will
be devoted to design hybrid technique which, consists of simple and efficient
methods such as RLE, vector substitution, and matrix operations. The adopted
technique consists of three stages. Each stage contains a specific tool that is suitable
for varied type of data such as text, image, and video .In first stage, different
methods could be applied depending on the source data format: applying Run
Length Encoding (RLE) and Addition Neighboring Element (ANE) to the image,
audio and video, while pattern matching is applied to text file format . Stage two
involves matrix manipulation and rotation. Element substitution is implemented to
the matrix in third stage; a key substitution matrix is used for the process of
substituting elements of the matrix. The key matrix will be sent to the destination
receiver in order to enable him or her to reconstruct the original data. Finally it must
be mentioned that a good result have been obtained using arbitrary plain text and
standard image (Leena), where some investigations proved that it is so hard to break
the encrypted data.
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1. Introduction

Encryption plays a key role in most
modern application technologies. Suppose we
have a message to communicate, but our
message might fall into the wrong hands, this
will cause a disaster especially if the message
contains sensitive information about accounts
numbers, or military detail or many other
important aspects. By using encryption, we
disguise the message so that even if the
transmission is diverted, the message will not be
revealed. Encryption is a mean of maintaining
secure data in an insecure environment. There
are many methods and strategies which can be
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used to encrypt data and it is characterized by
its complexity, efficiency, key type such as
Rivest-Shamir-Adelman (RSA), Data
Encryption Standard (DES), and shifting
methods.

Our strategy consists of three stages: the first is
to read the plain text or any data then put them
into byte stream, in order to implement Run
Length Encoding (RLE) methods or pattern
matching. The second stage is to use the matrix
operation for the byte stream, while the third is
to use the multiplication process for the resulted
matrix. The General diagram that demonstrates
the steps of the encryption process is shown in
Figure (1).
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Figure 1: General Encryption Diagram
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2. First Stage

The used tools in this stage depend on the
type of source data. The suited method for
audio, image, and video data is to apply Run
Length Encoding (RLE) and the Addition
Neighboring Element (ANE), while the suited
method for text data is pattern matching
technique.
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2.1 Run-Length Encoding Technique (RLE)

In this mapping method, the sequence of data
bytes are mapped into sequences of integer pairs
(g, 1), where g denotes the ASCII number of the
symbol, and I refers to the length of the adopted
symbol, as illustrated in Figure(2)
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Figure 2: Run-Length Mapping.

This mapping method can be used, efficiently,
for data composed of similar regions such as
image and video. These two types are
characterized by its smooth neighbor pixels. The
RLE will destroy the correlation between the
pixels. [1,2]

2.2 Addition Neighboring Element (ANE)

The output from the previously stage will
be distorted in order to make the interpretability
of the image very hard. Each element will be
added with the next element in the vector. This
process makes the information involving the
byte stream spread over a wide range of data or
bytes. The reverse process will be implemented
in the descriptor unit.

2.3 Vector Substitution

The text data consists of tokens (token is
word). The tokens involve high dependence
between them and mainly between the neighbor
tokens and less with much far tokens. At first,
we build a table which consists of the most used
terms such as the commonly used verbs,
subjects, question words, and others. Each row
in the table consists of the term and its key. The
table is used later in the substitution in the plain
text, where the matching process is applied
through the scanning step for the input stream of
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text. The output of this step is the keys of each
token in the stream, if there is no match; it
consists of the original tokens as shown in
Figure (3). [3]

The table is send to the decryption side in order
to re construct the original text. High compres-
sion ratio could be obtained using this technique
because the new resulted stream is smaller than
the source stream.

Plain Text ‘The‘ﬁrst‘step‘to‘success‘and ‘glory‘

Key |Word
1 The Check in
2 is [
3 are ] table
4 was_| W N
3 W:re % not match
L put same
2 f:,’ K word
and
i0 step \
Output

Figure 3: The Matching Process
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3. Second Stage

The output data of the first stage is fed into
the second stage, where simple matrix operation
is applied

3.1 Matrix Mapping

Matrix representation and operation give us
high security level. The basic motivation behind
the mapping is to transfer a set of medium
correlated data (the data lost some of its
correlation in the first stage) into matrix
elements and to implement specific tool suitable
for increasing the variance of the data by
implementing some operations that will
randomize the result from the previous stage.
Our technique will use different mechanism to
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distribute the data output from the previous
stage into matrix element. This configuration is
either diagonally filled or filling the odd rows
first then evens rows or other. Some of filling
types are shown in Table (1). Also this
configuration must be available to the decrypted
in order to enable him or her in reconstructing
the original data. Rotation operation is applied
to the matrix but we must be careful in choosing
the degree of rotation because some degrees will
lead us to loss data. The degrees that could be
used is (90,180,270). The output stream is
composed using many configurations as in the
entrance of data to this process. See Figure (4).
[4, 5]

Table 1: the Filling Configuration Types

Type Code Description
Row-Column 1 Element of rows
Column-Row 2 Elements of columns
Even- Odd Row 3 Element of odd then even rows
Odd- Even Column 4 Element of even then odd column

Figure 4: Filling and Rotating the Matrix.
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4. Third Stage
In the Final stage an important step is applied,
redistributing the element of the matrix.

4.1 Matrix Block Subdividing.

At the entry to the third stage, source matrix
elements are grouped into similar size blocks,
each is considered as to be an individual matrix.
The block subdividing step is an important
process for the following reasons;

Data encryption and decryption processes can be
executed more efficiently and faster, especially
on PC computers, than performing the process
on the whole matrix. This is because of the
limited memory size of the available PC
computers.

Matrix  blocks involves more stationary
information than the whole matrix data; i.e.
small block size may be regarded as to belong to
the same informational region, while big block’s
size contains so many different regions.
Accordingly, less transformed Coefficients may
retain to represent, efficiently, the transformed
elements.

Therefore, choosing the correct blocks size will
lead to improve the overall technique. The small
block size leads to simple and easy
implementing technique, while choosing large
block size is more secure but slow
implementation. In our adaptation the most
suitable block size is 8X8. [6]

4.2 The Substitution Process.

For each block of the matrix, a substitution
operation is applied. The substitution matrix
consists of values that identify the position of
the coefficient in the matrix to be exchanged
with each other. The substitution matrix is sent
to the receiver decrypted in order to reconstruct
the original matrix. After the process has been
applied, the output matrix will be distributed
over a stream (one dimensional matrix) as
illustrated in Figure (5).
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Figure 5: The Output of the Third Stage
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5. The Encoding Step:

Up to this point, the cipher stream is
presented in the form of a sequence of integer
numbers ready to be stored or transmitted
through a channel from place to another. In
order to compress the data, the storage or the
transmission of the coded values is preferable as
to be in variable lengths of coded word than in
fixed length. Huffman encoding, is one of the
most efficient coding method that is used to
achieve this requirement. By this error-less
encoding method, the shorter binary code is,
usually, assigned to higher probability coded
word, while longer binary coded is gone to
coded word of lowest probability. [7]

The keys that are sending with the encrypted
data are shown in Table (2).

Table 2: the Encrypting Keys

Key Description
RLE Keys Keys for RLE positions
ANE Keys for ANE starting
V Dictionary Vector Substitution Dictionary
MESIC Keys Matrix Entrance Stage One Configuration
MOSIC Keys Matrix Qutput Stage One Configuration
R-Angle Matrix Rotation Angle
Block Size Keys Block Size
Hen Substitution Keys
H-Tree Keys

Huffman Tree

6. Decryption and Decoding

In the decryption side which could be a
decoder and a decryptor, decoding the
compressed information, then the output will be
decrypted to get the original data. As a first step,
there are many keys to be used in order to help
in reconstructing data. These keys are received
from the encrypting unit. At first Huffman
coding tree is constructed in order to covnert the
received binary numbers back into their original
guantized values. These coded values should
then be transferred from its sequential into
matrix representation and as inverse then it
constructed (using row column or other) process
for filling the matrix, a reconfiguration by using
the key matrix is used to resubstitute the matrix
element. The next step is the inverse rotation
for the matrix by inverse degree, and also by
applying the inverse process of the run-length-
encoding algorithm and Addition Neighboring
Element (ANE) if the original data is image or
video for reconstructing the original data. If the
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original data is text based, we use the key table
that was stored in order to rematch the stream
and reconstruct the original data.

7. Discussion and Conclusion

The objective of our paper was to adopt
many simple and efficient methods which are
used for encryption to get benefit from the
facilities of each method in order to design an
efficient model for encryption. The RLE and
pattern matching were adopted in order to break
the dependence that exist in the neighbor
elements, and could be important for
compression to make the size of the new stream
less than original length but not in all cases or
data format. Also Addition Neighboring
Element (ANE) method will spread the
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information in the stream into much large range
of data. The matrix operation is also used to
make the dependents as less as in order to make
the process of breaking the cipher text
impossible. It must be mentioned that a good
result have been obtained using arbitrary plain
text and standard image (Leena), where some
investigations proved that it is so hard to break
the encrypted data and the technique could be
applied into varied type of data.

8. Practical Result:

The encryption system was programmed using
Visual BASIC. There is no need for Operating
System type because this does not affect the
work performance or implementation. The
practical results are shown in the following
images.

Figure 6: Lenna Original Image

Figure 8: Rotating Matrix

Figure 9: the Substitution Process
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Figure 10: RLE for line of data

Fle Edt Format
Yiew Help
156 -
153

153

149
149

145

145

150
150

167

167

164
164

vy

RLE
ANE

Regg.‘;';;?,a, Ei;it I'm gaing to ot healing brush toal &

The spot healing brush is a tool which fizes an enar
oh a suface automaticly, example: r'ou click on a
pimple and the tool will automaticly check the
surface around it and bies to match the pimple with
that sunounding suface, resulting in the pimple to

Rol

{"Subsiitution™ "}
Stage

Figure 12: the Encryption System
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