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Abstract

Most of today’s techniques encrypt all of the image data, which consumes a
tremendous amount of time and computational payload. This work introduces a
selective image encryption technique that encrypts predetermined bulks of the
original image data in order to reduce the encryption/decryption time and the
computational complexity of processing the huge image data. This technique is
applying a compression algorithm based on Discrete Cosine Transform (DCT). Two
approaches are implemented based on color space conversion as a preprocessing for
the compression phases YC,C,and RGB, where the resultant compressed sequence
is selectively encrypted using randomly generated combined secret key.

The results showed a significant reduction in image quality degradation when
applying the system based on YC,C, over RGB, where the compression ratio was
raised in some of the tested images to 50% for the same Peak Signal to Noise Ratio
(PSNR). The usage of 1-D DCT reduced the transform time by 47:1 times compared
to the same transform using 2-D DCT. The values of the adaptive scalar quantization
parameters were reduced to the half for the luminance (Y band) to preserve the
visual quality, while the chrominance (C, and C, bands) were quantized by the
predetermined quantization parameters. In the hybrid encoder horizontal zigzag,
block scanning was applied to scan the image. The Detailed Coefficient (DC)
coefficients are highly correlated in this arrangement- where DC are losslessly
compressed by Differential Pulse Coding Modulation (DPCM) and the
Accumulative Coefficients (AC) are compressed using Run Length Encoding
(RLE). As a consequence, for the compression algorithm, the compression gain
obtained was up to 95%. Three arrays are resulted from each band (DC coefficients,
AC values, and AC runs), where the cipher is applied to some or all of those bulks
selectively. This reduces the encryption decryption time significantly, where
encrypting the DC coefficients provided the second best randomness and the least
encryption/decryption time recorded (3x107 sec.) for the entire image. Although the
compression algorithm consumes time but it is more efficient than the saved
encryption time.
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|. Introduction
Nowadays, internet is considered a major source for information gathering and transmission.
Electronic-financing, military and medical applications involve extensive use of digital media [1]. In
such scenarios, security plays an important role [2]. One way to achieve security goals is by
encrypting the digital media. Visual cryptography is the conversion of image data from their original
form to another form that basically hides the content of images and preserves privacy from
unauthorized access [3]. Image data have different features than text data, such as high correlation
against pixels, bulk capacity, and high redundancy, in addition to their huge size that makes them slow
to process and difficult to apply [4] [5].
There are many information hiding techniques such as steganography, watermarking, and
cryptography [6]. Traditional encryption techniques provide a good security level but they are not

suitable for multimedia data [1]. Another approach that is considered to preserve the security and
privacy of images is known as “Selective Encryption of Images”, which is obtained by applying cipher
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to part of the image to produce an obvious reduction in processing time and computational payload
[7]. The resultant data are much easier to manipulate and dominate after applying compression
algorithms that partition the data according to different aspects and reduces their volume. Then the
result is selectively encrypted to provide security [2], [8].

Some of the articles relevant to this work were previously published. Belazi et al. [1] introduced a
partial encryption scheme utilizing lifting wavelet transform to compress the image and extract the
requisite information to be encrypted. The substitution boxes (S-boxes) generated by linear fractional
transform chaotic system are used to encrypt the image components. The confusion and diffusion
characteristics are achieved by three phases, namely substitution, block permutation, and diffusion,
using dynamic keys in encryption process to produce scrambled image. Kekre et al. [3] introduced a
scheme for partial image encryption that the input image is partitioned into four components (LL, HL,
LH, HH) using sinusoidal wavelet transform. LL, LH and HH are then scrambled using Walsh
sequence and the result is a partially encrypted image, while the HL sub-band is neglected. A Selective
encryption technique was proposed by Paraveenkumar et al. [9], where the confusion and diffusion are
applied to the input image, producing new values using pseudo-random number generator. Then the
result is XORed with the original pixel values, while the modified image is then transformed using
Discrete Cosine Transform (DCT) and quantized. Finally, the compressed image is encrypted using
Arnold Shuffling to produce a scrambled image. Wen et al. [10] introduced a selective image
encryption infrared target-based scheme by using logistic-sine system and block cross encryption.
First, the infrared beam targets specific regions of the image that can be effectively detected using
geometric active counter model based on partial differential equation (PDE). The detected regions of
interest are encrypted using block cross encryption mode based on logistic-sine system to produce
scrambled images. Zhou et al. [6] designed a novel scheme for partial encryption by combining
discrete fractional random transform with compressive sensing. A measurement matrix and two
random circular matrices employed in compressive sensing are generated by using two dimensional
logistic modulation maps. The modified image is then encrypted using Arnold Transform and discrete
fractional random transform. Choudhary et al. [7] presented a partial encryption scheme where the
input image is partitioned into blocks, using block wise shuffling, and permuted by utilizing Arnold
map. The permuted blocks are then combined to form the final presentation of the scrambled image.
Rehman et al. [11] proposed a selective image encryption approach based on DNA complementary
rules and block cipher, where the input image is partitioned into blocks. The most significant bit
(MSB) in each block is added, under DNA algebraic addition operation, to the least significant bit
(LSB) that is already encrypted by selecting chaotically different DNA rules for each pixel.

The image blocks are permuted using piecewise linear chaotic map (PWLCM) while the selection
of encoding and decoding rules is done by logistic sequence for each pixel. Hazarika et al. [12]
proposed a partial encryption scheme in which the input image is transformed using Discrete Wavelets
Transform (DWT) to four components while only the (LL approximation) is quantized. The bit
positions are permuted using two dimensional chaotic logistic maps then the result is XORed with
third chaotic logistic map. Finally, the whole image is retransformed using Inverse Discrete Wavelet
Transform (IDWT) to generate the encrypted image. Som et al. [13] proposed a non-adaptive scheme
based on chaos. They first decomposed the gray scale images to their equivalent 8-bit planes, then
encrypted the bit planes using couple tent map binary number generator (PRBNG). The four
significant bit planes are determined by the level of significance for each pixel value and encrypted
using a key obtained by using the recurrence relation of tent map based on couple tent map binary
number generator (PRBNG). The significant bit planes are then combined to produce the cipher
image. Parameshachari et al. [14] presented a novel algorithm for partial image encryption using
combined phase modulation and sign encryption. First Fourier Transform (FT) is applied to the input
image to obtain the phase and magnitude, then the image phase is scrambled using sign encryption that
extracts sign bits to obtain partially encrypted image. Bahrami et al. [15] presented a scheme for
partial encryption of images using an orthogonal transform known as Discrete Cosine Transform
(DCT) that provides good compaction for multimedia data. The DCT coefficients are then quantized
and the entropy coding is calculated to produce compressed image. The compressed image is then
encrypted using stream cipher with an encryption key generated similarly to the AES key generation
process. Then each coefficient is encoded using different stream cipher algorithm. Panduranga et al.
[16] proposed a scheme for selective image encryption in which only the region of interest is detected,
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either manually or automatically, to be encrypted using a morphological operation. The block
encryption process has two inputs, namely the selected block and the map image, to encrypt the blocks
partially. Complete encryption for the selected blocks can be achieved by using separate map image
for each block. Lian et al. [17] introduced two aspects for partial image encryption (sub-band and bit-
plane). Sub-band layers are dependent on each other, which provides a vulnerable security that the
encrypted layers can be recovered from the unencrypted ones, while, bit- planes are independent. The
most significant 8-bits of the low frequency blocks are encrypted with AES cipher, while the middle
and high frequency blocks are all encrypted with AES cipher to form the scrambled image.
Panduranga et al. [18] introduced a scheme for image partial encryption in which the input image is
divided into several blocks; i.e., the image is divided each time into different block sizes. Bits in each
block are permuted using a chaotic map to generate new sequences and, subsequently, to generate the
cipher image. Zang et al. [19] proposed an embedded partial image encryption for compressed colored
images based on chaos. The color images is decomposed to RGB components that are going to be
transformed to YC,C,. The channels are then transformed using DWT. The coefficients matrix is then
encoded by CSPIHT that maintains three sets of data, which are the list of insignificant sets (LIS), list
of insignificant pixels (LIP), and list of significant pixels (LSP). The Pricewise Linear Chaotic Map
(PWLCM), that is then XORed with the LIP bit stream to produce partially encrypted image, performs
the generation of the secret key stream.

Il. The proposed method

As mentioned earlier, the main problem of image encryption strategy is the magnitude of the
images to be encrypted (or scrambled). Hence, before applying the cipher, a lossy-compression
algorithm is used.
The Selective Image Encryption starts with color space conversion to the basic three color bands of
red, green and blue for RGB color model, or to luminance Y band, chrominance Cy, and C, bands for
YC,C; color model. Then, DCT is used to transform the data to frequency domain [20]. Quantization
is used to reduce the statistical redundancy, while the resultant DCT quantized coefficients are
scanned using Zigzag to reorder each block in one dimensional array. This prepares the blocks to be
coded and encrypted in the hybrid shift encoder, that processes the DC coefficient of each block with
DPCM for the entire image and RLE for AC coefficients. Horizontal block scanning was used in this
step. The resultant three 1D arrays from each band of a specific color model were then selectively
encrypted by XORing the selected bulks with the randomly generated combined secret key. The same
seed is simultaneously fed to two random generators; First, the Linear Feedback Shift Register, where
the seed was converted to its binary representation, then the bits comprising the seed were shifted
circularly to form the new seed) and, second, the Linear Congruential Generator. The randomly
generated sequence of each of the generators is then combined to produce the final secret key) [21].
Finally, the stream is passed through an insecure channel to be transmitted. The Image Reconstruction
Unit implies the modules that are functioning in reverse order to the modules of a selective image
encryption unit. Figure 1 shows the entire operation of the selective encryption.
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Figure 1-The selective image encryption process

I11. Evaluation metrics
A. First Order Entropy
A digital image entropy is described as a statistical measure that states the randomness of colors,
and it is defined by the following equation:
20-1

_ 2 Pi * log,(Pi) o))
i=0
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where Q represents the total amount of bits of the digital image according the agreement
log,(0) = 0, while Pi = — represents the probability of occurrence of color i, Ki represents the

frequency of occurrence of color i in the digital image, and M and N represent the numbers of rows
and columns of the image, respectively [22].
B. Second Order Entropy
The second order entropy E2 is calculated as in equation 2 [23]:
E2 = — N5 B0 PiGi, ) * lo g (pi(i, ) (2)
where N and M represent the dimensions of the digital image according the agreement log,(0) =

0, while Pi = ﬁ M— represents the probability of occurrence of colors i and j, respectively, since

the color j= i+1, and Ki represents the frequency of occurrence of color i and j in the digital image
[24].
C. Run Test for Randomness

A statistical check that was employed to recognize the randomness in data. The run test for
randomness is occasionally described as the Geary test, and it is a nonparametric test. This test is a
substitute test to check auto-association in the data. Auto-association means that the data has
association with its lingered value. To authenticate whether or not the data has association with the
lingered value, the run test for randomness is smeared.
The following equation was used to calculate the run test value [23]:

— r-ur
Z= Or (3)

where:

r is the number of runs,

ur is the expected number of runs,

Or is the standard deviation of the number of runs.

V. Image Test Materials and Results

The developed compression/encryption method was tested using different BMP image files; each
image file has different characteristics. Several smooth image files "[Lena.bmp (true color), Lena.bmp
(gray), Peppers.bmp] and sharp edge image files [Barbara.omp (true color), Barbara.bmp (gray),
Baboon.bmp], ( with a size of 256x256 were used as image test samples in order to evaluate the
compressron method performance. Figure-2 presents these images.

A F, 3 ad ».‘ WA i
d. Color e. Gray f. Color Baboon.bmp
Barbara.bomp Barbara.bmp
Figure 2-Image test materials.
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Table 1-The optimal values obtained from the underlying compression algorithm for the tested

images.
. . Time in Sec.
Color Compressio | Compressio :
Image Model PSNR n Ratio - @ Compression Decomnpressm
Color YC,C, 29.14 21.33 95% 0.712 0.657
Lena RGB 29.50 7.68 86% 0.732 0.653
Gray YC,Ct 29.17 5.81 82% 0.795 0.670
Lena RGB 25.69 2.56 60% 0.755 0.664
Color YC,C, 29.22 12 91% 0.726 0.698
Peppers RGB 22.02 8.72 88% 0.819 0.666
Color YC,C, 29.21 13.71 92% 0.787 0.629
Barbar
a RGB 26.98 6.4 84% 0.810 0.662
Gray YC,C 29.20 5.81 82% 0.736 0.620
Barbar
a RGB 28.10 1.88 46% 0.799 0.618
Color YCoC, 26.25 7.86 86%0 0.783 0.673
Baboon RGB 26.09 2.25 55% 0.830 0.674

The compressed stream was then scrambled by XORing a randomly generated combined secret key
with selected bulks of the compressed image data. The compressed data bulks tested are shown in
table 1, along with two metrics for measuring randomness caused in the image data (1* order entropy
and 2" order entropy) as well as the encryption and decryption time.

Table 2-The effects of encryption on images randomization using 1% order entropy and 2™ order
entropy

Encrvoted First Second RUN Time (in seconds)
Image Bu>lllr<)s Order Order Test| E i D i
Entropy Entropy neryp ecryp
All Coefficients 6.84 1093 048] 0014 0.009
e C(o)enflf;ments 7.24 1150 | 0.73| 00007 | 0.0005
AC Cgerfl‘;'lc'ems 6.86 1096 | 047 | 0.0042 0.0032
(Wgﬁ'$'rc'aeggor AC Runs Only 727 1160 | 0.79| 00074 | 00006
model) DC+AC 6.83 1093 | 047| 00054 | 0.0005
Coefficients
DC Coefficients+ 7.26 11.61 | 0.76| 00075 | 0.0005
AC Runs
AC Coefficients+ 6.99 11.09 | 062| 0.016 0.010
AC Runs
All Coefficients 6.87 1153 1058 | 0031 0.026
DC Coefticients 6.79 1133 |o051| 0001 0.031
Only
Color Lena AC Cgerfl‘;'/c'e”ts 6.72 1127 |o048| 0018 0.015
(W'thmiﬁg)co'or AC Runs Only 7.01 1168 | 063| 0016 0.019
DC+AC 6.71 1130 | 047 | 0015 0.016
Coefficients
DC Coefficients+ 7.01 11,72 | 067 | 0.020 0.017
AC Runs
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AC Coefficients+

6.96 1163 | 062 | 0029 0.032
AC Runs
All Coefficients 7.21 11.85 0.75 0.019 0.014
DC Coefficients | 7 5 11.78 | 077 | 00009 | 0.001
Only
AC Cgerfl‘;'lc'e”ts 7.18 1181|073 | 00122 | 00101
Clnor [Mepzers AC Runs Only 7.19 11.79 | 0.76 | 0.0085 0.0011
(with YCC color DCr AC
model) -/ 7.19 1181 | 078 | 00094 | 0.0010
Coefficients
DC Coefficients+ 791 11.79 0.79 0.010 0.0008
AC Runs
AC Coefficients+ 716 11.81 0.76 0.017 0.019
AC Runs
All Coefficients 7.18 1169 | 0.74| 0014 0.010
DIE (CoEiE e 7.30 1179 | 083| 00007 | 0.017
Only
AC Cge:r;c'e”ts 7.21 11.72 | 0.77| 00067 | 0.0078
(V(;i‘;LOEFC’prE‘;Irgr AC Runs Only 7.09 1177 080 00068 | 0.0069
model) DC+ AC 7.22 1171 |074| 00069 | 0.0083
Coefficients
DC Coefficients+
e mae 7.29 1180 | 0.81| 00080 | 0.0090
AC Coefficients+ 791 11.72 0.78 0.013 0.014
AC Runs
All Coefficients 7.20 1171|076 0012 0.013
DC Cgerflf;c'ems 7.15 11.86 |0.75| 00008 | 0.0008
AC Cge:r)'/c'e”ts 7.15 1160 | 074 | 00052 | 0.0068
Gf%'éeg‘;g"; ith ™A C Runs Only 7.18 1167 |072| 00059 | 0.0007
model) DC+ AC 717 1156 |0.75| 00056 | 0.0005
Coefficients
DIECTEEERS | oy 1168 | 078 | 00061 | 0.0009
AC Runs
AC Caefficients+ 7.19 1171|077 | 0010 0.012
AC Runs
All Coefficients 6.89 12.02 | 049 | 0.080 0.064
DC Coefficients 6.95 11.90 |058| 00009 | 0.074
Only
AC Cooerflf)'/"'e”ts 6.99 1217 | 063 | 0.058 0.034
Grgé'éeggg";'th AC Runs Only 6.95 1190 | 0.61 | 0.040 0.038
model) DC+ AC 6.99 1217 | 065| 0043 0.035
Coefficients
DC Coefficients+ | ¢ g 11.90 | 0.62| 0.044 0.037
AC Runs
AC Coefficients+ 7.00 12.17 0.69 0.085 0.072
AC Runs
Color Barbara All Coefficients 6.86 11.36 0.58 0.017 0.020
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(with YCC color

DC Coefficients

s e 7.00 1153 | 067| 00007 | 0.0007
AC Cge:r)'/c'e”ts 6.96 1154 | 065| 0010 0.007
AC Runs Only 6.86 1131 | 058| 00088 | 0.0007
DC+AC 6.96 1155 | 0.66| 0.0094 0.0005
Coefficients
DC Coefficients+ 6.88 1132|057 | 00097 | 0.0008
AC Runs
AC Coefficients+ 6.85 1138 | 054 | 0020 0.019
AC Runs
All Coefficients 6.79 11.60 0.53 0.47 0.043
bC Cgerfl‘;c'e”ts 6.97 1187 | 064 | 00007 | 0.0006
AC Cgenfl‘;'f'e”ts 6.82 1163 | 058| 0024 0.022
(V(\:/?tf;%aéiggr AC Runs Only 6.75 1136 | 054 | 0029 0.026
model) DC+AC 6.98 11.88 | 060| 00308 | 0.0306
Coefficients
DC Coefficients+ 7.00 1281 |073| 00007 | 00007
AC Runs
AC Coefficients+
e mae 6.83 11.63 | 058 | 0047 0.034
All Coefficients 6.83 1154 | 058| 0041 0.033
bC Cge:r)'/c'e”ts 6.78 1142 | 053 | 0.0008 0.0011
AC Coefficients 6.78 1152 | 054| 0018 0.013
Color Baboon Only
(with YCC color AC Runs Only 6.88 11.49 0.58 0.023 0.0007
|
model) DC+AC 6.80 1153 | 057 | 0016 0.0010
Coefficients
DC Coefficients+ 6.84 1144 | 058 | 0.039 0.0011
AC Runs
AC Coefficients+
e mae 6.93 11.76 0.056 0.039
All Coefficients 6.5 11.36 | 048 | 0341 0.104
DC Coefficients 6.71 1151 | 052 | 0.0009 0.122
Only
AC Coefficients 6.58 1149 | 047| 0194 0.041
Color Baboon Only
(with RGB color | AC Runs Only 6.71 1151 053 | 0065 0.066
maael) DC+AC 6.57 1148 | 046| 0204 0.055
Coefficients
DC Coefficients+ 6.73 1152 | 051| 0.194 0.058
AC Runs
AC Coefficients+ 6.58 1149 | 048 | 0.189 0.084
AC Runs
Gray arbara |2 Coefficients 6.70 1097 | 054| 0016 0.013
(with YCC color | B¢ Cgerflf;c'e”ts 6.71 1092 | 056 | 00004 | 0.0006
del )
L), AC Coefficients 6.68 1093 | 050| 00090 | 0.0097
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Only
AC Runs Only 6.74 1097 | 057 | 00087 0.0018
DC+AC 6.68 1093 | 053 | 0009 0.004
Coefficients
DC Coefficients+ 6.78 1094 | 056 | 0.0082 0.004
AC Runs
AC Coefficients+ 6.70 1098 |053| 0017 0.019
AC Runs
All Coefficients 6.69 11.48 0.51 0.053 0.052
DC Coefficients 6.73 1112 |054| 0001 0.065
Only
AC Coefficients 6.74 1112 |053| 0031 0.032
Gray Barbara Only
(with RGB color AC Runs Only 6.74 11.12 0.58 0.025 0.030
model) DC+AC 6.75 1113 | 059 | 0.026 0.033
Coefficients
DC Coefficients+
A 6.74 1112 | 057 | 0.029 0.028
AC Coefficients+ 6.75 1112 | 054| 0062 0.046
AC Runs

Table-1 shows the randomness caused in the image when encrypting different bulks of data under
the default quantization parameters. Changing the quantization parameters showed a behavior that the
measures of the encrypted image varied regarding the compression gain; the lower the compression
gain was, the higher randomness was caused in the image, which is consistent with the randomness in
data rule which states that the bigger the data is the higher the caused randomness.

Different results were obtained by encrypting each of the bulks mentioned above (Table-1). The
effects of applying the cipher are shown in figures 3 and 4 for two test images (Lena.bmp and
Barbara.bmp).

Original

Lena Coefficients

>

f. DC+ AC g. DC Coef.+  h. AC Coeff.+
Coefficients AC Runs AC Runs

Figure 3-Encrypting different bulks using randomly generated secret key for standard Lena image.

e. AC Runs

929




George et al. Iragi Journal of Science, 2020, Vol. 61, No. 4, pp: 920-935

§ -
T P Py — ) ST P R T

a. Original b. All C. DC d. AC

Barbara Coefficients ~ Coefficients  Coefficients

vl e -

f. DC+ AC g. DC Coef.+ h. AC Coef.+
Coef. AC Runs AC Runs

Figure 4-Encrypting different bulks using randomly generated secret key for standard Barbara image.

e. AC Runs

Also, a histogram evaluation was calculated to illustrate the randomization caused in image data
after applying the cipher, where the metrics used to measure the randomization were 1% order entropy
and 2™ order entropy. Figures 5 and 6 show the histogram of the cipher images, Lena Bmp Barbara
Bmp, respectively, when different bulks were encrypted.
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V. Comparisons with Previous Studies
Many methods for selective image encryption were developed in the past few years. In this section,
the results of our proposed method (CCSC)) are compared with some previously published methods.
Table 3 lists the encryption and decryption time attained by our proposed CCSC method with those
given in previous studies, taking into consideration that in these studies the same images with different
or same sizes were used. The results shown in the table demonstrate that our proposed scheme

outperforms the other methods.

Table 3-Comparison between the encryption/decryption time results of some related works and the
proposed CCSC scheme used to encode different standard images.

) Time (in seconds)
Image Reference size
Encrypt Decrypt
. [13] 0.923 0.634
Elaine CCsC 200200 | 0.569 0.421
[13] 256256 0.398 0.296
CCSC 256256 0.907 0.873
Baboon [8] 512*512 1113 | -
[17] 512*512 99 | -
CCsC 512*512 4.518 3.795
Airplane [8] 512*512 1.099 | -
CCSC 512*512 4.483 3.634
Lena [8] 256*256 0272 | -
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[6] 256*256 | 0.606061 |  ---------
[17] 256*256 79 |
[4] 256*256 0.0538 | oo
[1] 256*256 0155 |  —ooommee-
[15] 256*256 1.75 | -
[6] 256*256 | 0.606061 |  ---------
CCSC 256*256 0.762 0.620
[6] 512*512 26354 | o
[4] 512*512 0.2338 | e
CCSC 512*512 4.368 3.596

Barbara [8] 512*512 1.113
CCSc 256*256 0.715 0.677
[8] 256*256 0273 |
Ceuple [15] 256256 174 | -
[aYalYal 512*512 4.176 3.394
Jely-beans [8] 256*256 0273 | -
[aYalYa) 200*200 0.575 0.494
[8] 512*512 1.092 | o
Peppers CCSC 512*512 0.0018 0.0025
[17] 256*256 95 | el
CCSC 256*256 0.714 0.606
Tiffany (8] 512*512 1.100 | e
CCSC 512**512 4.120 3.296
Child [8] 256*197 0211 | ool
CCSC 256*256 0.768 0.609
Camera man [17] 256*256 N —
CCSC 256*256 0.782 0.682
Chemical-plant [15] 256*256 1.67 | -
CCSC 200*200 0.574 0.423
Aerial [15] 256*256 1.65 |  oooeoe-
CCSC 200*200 0.583 0.467
Stream-and bridge [15] 256*256 1.66 |  ooeeee-
CCSC 512*512 4.585 3.504
[15] 256*256 169 | -
Man CCSC 200*200 0.538 0.452
Airport [15] 256*256 1.68 |  ooeoee-
CCSC 200*200 0.586 0.446

V1. conclusions and Future Work

V1. In this paper, a selective image encryption scheme was developed for YCC and RGB color
models. The conclusions from or results assessment are abridged in the following remarks:

1. For the compression phase that was based on discrete cosine transform (DCT), the test results
indicated that the performance of the developed scheme are encouraging regarding the size reduction
that reached up to 95% for the compressed image files.

2. Converting the test image subjects to YCC color model improves both compression ratio and
PSNR for the reconstructed images, and gives better results than the RGB color model does.

3. Using 1D discrete cosine transform (1D DCT) decreases the transformation time down to 1:47
sec. as compared to 2D discrete cosine transform that is usually applied for images.

4. Including the encryption process in the hybrid encoder reduces the processing time sufficiently
than reading and rewriting the compressed/encrypted binary file.

5. The higher the compression gain is the higher the value of the first order entropy, but the lower
the value of the second order entropy for all types of images tested.
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VIII. Suggestions for Future Work

1. Using quad trees in the compression phase as a scanning tool (instead of Zigzag scanning). The
latest published researches proved the usefulness of using quad trees for JPEG 2000.

2. Using the same affection mechanism to connect the diffusion and compression modules with video
crypto compressive scheme to establish fast and robust encryption scheme for video streaming over
transmission channels.

3. Encrypting different bulks using sinks in the compressed binary file.

4. For the process of combined secret key generation, it is possible to combine the bit sequence
generated from LFSR with variable indexed of the bit sequence generated by LCG for further
robustness (i.e. the combining index does not necessarily start from zero regarding the LCG generated
bit sequence).
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