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Abstract 
In this research work a new fractal coding scheme based on IFS-transform for 

zero-mean range-domain blocks is investigated. Some improvements were 
performed on the IFS-matching stage, these improvements implies the use of 
moment indexing as a criteria to filter the domain blocks that suitable to match the 
range blocks, in addition to the use of stopping search condition based on the 
monitoring the minimum matching error, these additional coding steps will reduce 
the required long fractal coding time. The test results indicated that the proposed 
improvements had reduced the required coding time to more than 10 times without 
significant degradation in image quality (MSE or PSNR) level. Also the results 
indicated that the brightness preserved IFS-method gives compression results better 
than the traditional fractal coding method, and the offset coefficients values could be 
better encoded by using DPCM. 

 

 الخلاصة
في هذا البحث تم اقتراح هيكل جديـد مـستند علـى طريقـة الترميـز باسـتخدام الكـسوريات وخـصائص  العـزوم      

وم لتحـسين أداء مرحلـة المطابقـة، فخـصائص استخدمت طريقة العـز . لترقيم المقاطع لمصفوفات المديات للصور
إن طريقــة . العــزوم قــد تــم اســتخدامها كمعيــار لتــصنيف مقــاطع الــصورة، وذلــك مــن خــلال حــساب القــيم المكممــة

  إن استخدام    . التصنيف المذكورة ستساعد على تحديد عدد المقاطع التي ستدخل في عملية المطابقة
 مـرة كمـا إن النتـائج أثبتـت ان الطريقـة الجديـدة 15عمليـة الـضغط بمقـدار شرط التوقف قد اسهم في زيادة كفاءة 

  . اعطت نتائج جودة عيانية افضل بكثر من الطرق التقليدية
 

Introduction 
The development of a wide range of 

multimedia applications had led to increased 
research attention to data compression and 
particularly in image compression. Among the 
image compression techniques, the fractal image 
coding method based on the theory of iterated 
function systems (IFS) has captured increasing 
attention and interest. The application of fractal 
models to image compression has been prompted 
by Barnsley [1,2]. The first automated fractal 
coding algorithm based on Partitioned (local) 
Iterated Function System (PIFS) was developed 
by Jacquin [3,4] . 
The basis of IFS image coding technique, known 
as the fractal inverse problem, is to find the IFS 

whose attractor close to a given image. Its basic 
premise is that images exhibit a type of 
redundancy called piecewise self-similarity [4]. 
In a piecewise self-similar image, a block of 
waveform data can be related to another one so 
that the two blocks resemble each other. 
Compression is achieved if one of them (a range 
block) is encoded by providing a reference to the 
other (a domain block). The encoding of a range 
consists of choosing the most similar domain and 
approximating the range by a linear combination 
of the domain and some predefined vectors. Since 
a range block and the corresponding domain 
block can be located anywhere in the image, 
piecewise self-similarity is different from local 
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redundancy exploited by more traditional image 
compression techniques.   
The main difficulty with this method is it takes a 
long time to compress single image. Some 
methods to reduce the PIFS encoding time have 
been proposed. Some proposed methods involves 
combination of fractal coding either with cosine 
transform (DCT) [5] or Wavelet transform [6], 
other coding methods are based on utilization of 
pyramidal coding scheme [7,8], or using some 
classification criteria to classify range-domain 
blocks [9].  
 
Image Fractal Coding 

PIFS image encoder consists of a set of 
transforms on regions of the image. The set of 
regions (i.e., the domain blocks) from which the 
transform domains are chosen overlap, while the 
regions (i.e., the range blocks) forming the ranges 
of the transformation are tiled.  
The set of transformations consist of a spatial 
contraction (e.g., averaging each 4 neighboring 
pixels) to construct a kxk blocks from a 2kx2k 
blocks, followed by one of the 8 square symmetry 
operations (4 rotations and 4 reflections), 
followed by a contractive affine transformation 
on the grey scale values (for a block with pixel 
values. 
For a range block with pixel values (r0, r1,....,rm-

1), and the domain block (d0,d1,....,dm-1), 
the contractive affine approximation is, 

 
)....(....................,.........      osdr ii 1  

Where s (scale) and o (offset) are the affine 
transform coefficients, s are the approximate 
(constructed) range values. The scale (s) and 
offset (o) parameters are determined by applying 
the least sum (χ

ir 

2)  of square errors between r' and 
r values [10]: 
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In each range-domain matching instance before 
determining the value of χ2, the scale (s) and 
offset (o) values should firstly imposed to the 
clipping conditions  and )ooo( maxmin 

)s|s(| max , (omin, omax) are the lower and upper 
boundaries of the permissible values of offset, 
smax is the maximum permissible scale value. 

Secondly, they should quantized by using 
the following equations: 
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Where, (is and io) are the quantization indices of 
scale and offset coefficients. (sq and oq) are the 
quantized values of scale and offset coefficients 
respectively. 
The quantized values of scale and offset 
parameters should be used to construct the 
approximates r' and the sum of errors (χ2)  
To asses the involved computational complexity; 
consider an nxn image and kxk 
 range blocks. The number of tiled range blocks is 
n2/k2, while the number of domain blocks is (n-
2k-1)2. The computation of best match between a 
range block and a domain block is O(k2). 
Considering k to be constant, the computational 
complexity of an exhaustive search is O(n4). 
The most direct and easy way to reduce the 
search complexity is by monitoring the matching 
error; at any matching instance the IFS matching 
error is checked, if it is below a pre-defined 
permissible level   (threshold) then the 
registered domain block is considered as the best 
matched block and, then, the search across the 
domain blocks is stopped.     
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IFS Coding for Zero-Mean Blocks 
The traditional offset factor by using equation 

(3) has a dynamic range [-255,510], this may 
cause large errors in some image regions (or 
points) especially these belong to high contrast 
area. Also the analysis conducted in this research 
work indicated that the traditional offset factors 
require an additional bit (sign-bit), and the offset 
values of adjacent range blocks doesn't show a 
significant correlation similar to that registered 
between the average brightness values of the 
adjacent blocks. So, to handle this disadvantage a 
change in IFS scheme is followed, where the 
contractive affain transform is changed to become 
[10], 
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To determine the scale (s) value, the method of 
least sum of square errors (depicted in equation 2) 
is applied to get, 
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Block Indexing using Moments 

For a 2-D discrete function f(x,y), the 
moment of order (p+q) about the center point 
(xc,yc) is defined as [11]: 
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Apply this definition to determine moments of the 
domain and range blocks to get, 
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Where, 
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k  is the block width (or height).  
 

Now, let us consider the following Moments- 
Ratio factor (R): 
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It is easily to prove that the magnitude of R factor 
is rotation and reflection invariant. Also 
combining equations (20), (18) and (9), we can 
easily prove that: 

'rd RR      ,…………………..….………(21) 
 
This result implies that "if the range and domain 
blocks satisfy the contractive affain transform 
(equation 5), then their ratio factors (Rd and Rr) 
should have similar magnitudes. This doesn't 
means that any two blocks have similar R 
magnitudes are necessarily similar to each 
other". 
This fact is utilized to improve (speed up) the 
range-domain search task. Instead of compare all 
domain blocks with each affain transformed 
range block, we need only to test the domain 
blocks whose R magnitudes are similar to that of 
the tested range block. To implement this idea the 
following block indexing algorithm is conducted: 
1. For each domain block: 

a. Determine its moment ratio Rd. 
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b. Determine the moment index value Id using 
the following equation: 

 mdd NRroundI    ,….….…..(22) 

where, Nm is the maximum moment index 
value, taking into consideration that the 
magnitude of Rd doesn't exceed (1). 

c. Store the position coordinates (xd, yd) of the 
domain block and its calculated moment 
index value (Id) in a temporary array (L) of 
records.  

2. Sort the records of the array (L) in ascending 
order according to their moment index value. 

3. Establish a set of pointers (P) refer to the start 
and end of each block of records hold same Id 
value. 

4. For each range block: 
a. Determine its moment ratio (Rr), and the 

corresponding moment index value (Ir) 
using the following: 

 mrr NRroundI   ,…….....…..(23) 

b. By the help of the pointers set (P) and the 
temporary list of records (L); match only the 
domain blocks whose Id values equal to Ir. 
In each matching instance determine the s 
and χ2 (equations 12 and 13) for all possible 
symmetry cases (sym=0,1,…,7). 

c. Compare the result (χ2) of each matching 
instance with the minimum χ2 registered 
during the previous matching instances. If χ2 
is smaller then put its value in minimum χ2 
register (beside to the associated values of 
sq, sym, xd, yd). 

d. In the case that the new registered minimum 
χ2 is less than the permissible level of error 
between matched blocks then stop the search 
process, and output the set ( dd ) 

as best encount-ered IFS match, and go to 
step (4f). 

q y ,x  Sym,,s

e. Otherwise, start test the domain blocks 
whose Id values are ( 1rI ) to get the best 
IFS match, if we haven't reach to an 
acceptable match instance try to match the 
domain blocks whose Id values are ( 2rI ), 
…. and so forth, until either the registered 
minimum error become less than ( max ) or 
all the domain blocks are tested.  

f. Output the set of IFS code ( ,Sym,s,r qq  

dd y ,x ) for the tested range block.   
5. After the IFS coding of all range blocks, apply 

the DPCM coding method to encode the 
sequence of r  quantized values. 

 

Test Results 
The proposed methods are tested on Lena 

image (256x256, 8 bits); the size of range blocks 
is set 4x4 pixels; the search step size is 1;, the 
number of bits allocated for the contrast scaling 
factor is 3 bits; and for the mean ( r ) of range 
block the number of bits is taken 6 bits. So the 
compression ratio (without using DPCM) would 
be 4.57. All methods were programmed using 
visual basic 6.0 and implemented on a Dell Pc 
with Pentium III 996 MHz processor. 
For full search encoding (including the 8 
symmetric cases) the required time is 
236.3second, PSNR is 32.6dB, and the obtained 
compression ratio is 5.09 (with the use of DPCM 
to encode the r  values).      
The test results listed in table (1) illustrate the 
effect of using only the error threshold ( ) as a 
stopping search condition on the encoding time 
(TE) and PSNR. The results show that a large 
reduction in encoding time will occur (more than 
3.5 times), without cause a significant 
degradation in image quality. 

 
Table (1) Encoding results with different stopping 

threshold ( ) 
  Time (s) PSNR (dB) 
1 235.6 32.60 
2 207.5 32.58 
3 129.1 32.41 
4 88.0 32.05 
5 67.8 31.59 
6 53.6 31.19 
7 44.3 30.73 

 
Table (2) illustrates the effect of using domain 
blocks filtering based on moments indexing 
method. Different ranges of moments indices are 
tested and the results indicate that the proposed 
moments indexing method is suitable to reduce 
the computational complexity (more than 20 
times). 
Table (3) presents the encoding results obtained 
by using both the threshold of matching error and 
moments indexing criteria, it is obvious that the 
coding time could be reduced more than (50 
times) without making PSNR less than 30.02. The 
listed results show 
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