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Abstract

In this paper, a modified three-step iteration algorithm for approximating a joint
fixed point of non-expansive and contraction mapping is studied. Under appropriate
conditions, several strong convergence theorems and A-convergence theorems are
established in a complete CAT (0) space. a numerical example is introduced to show
that this modified iteration algorithm is faster than other iteration algorithms.
Finally, we prove that the modified iteration algorithm is stable. Therefore these
results are extended and improved to a novel results that are stated by other
researchers. Our results are also complement to many well-known theorems in the
literature. This type of research can be played a vital role in computer programming,
game theory and computational analysis.
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1. Introduction and Preliminaries

The metric space E is called a CAT (0) space, if it is geodesically connected and at least
each geodesic triangle in E is as thin as its comparison triangle in the Euclidean plane. Abass,
M., et al. in [1] indicated that an R-trees, Pre-Hilbert space, Euclidean buildings are examples
of CAT (0) space.
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Fixed point theory in CAT (0) spaces was first studied through Kirk [1]. He proved that
each non-expansive (single valued) mapping that is defined on bounded closed convex subset
of a complete CAT (0) spaces permanently has a fixed point. Therefore, the fixed point theory
for single valued as well as multi-valued mappings in CAT (0) spaces has intensively been
evolved by numerous authors [2]. The convergence for non-expansive mappings in CAT (0)
spaces was studied by authors in [3]. Thereafter, Khan and Abbas [4] studied the strong and
A-convergence in CAT (0) space for an iteration process that is independent of the Ishikawa
iteration process as well as several results are obtained for two non-expansive mappings. It
is important to note that fixed point theorems in CAT (0) space can be stratified to graph
theory, computer science and biology [1].

Let (G, d) be a metric space and u,v € G with d(u,v) = x. A geodesic path from u to v
means that an isometry c:[0,x] - ¢([0,1]) B G such that ¢(0) =u andc(x) =v . The
image of every geodesic path between u and v is called geodesic segment. Each point y in the
segment is appeared bywu @ (1 — w)v, where w € [0, 1] thatis [u,v] = {wu &
(1—-w)v:w€[0,1]} . The space (G,d) is called a geodesic if each two points of G are
joined through a geodesic segment, and G is uniquely geodesic if there exists properly one
geodesic joining u and v for everyu, v € G. A subset H of G is called convex if H has each
geodesic segment that joins any two points in H [5].

A geodesic triangle A(uq, u,, ug) is a geodesic metric space (G, d) that consists of three
points u,,u,, u; in G (the vertices A) and a geodesic segment between every pair of vertices
(the edges of A). A comparison triangle A(tg, Uy, u3) in W2 for A(uy, u,, u3) is a triangle in
2-dimensional Euclidean plane W? with 7, u;,uz € W2 such that d(uy,uy) = |u; —
Uyl 2, d(uy, uz) = [ug — uzlyz, d(uy, uz) = |u, — uzlyz, where |.|,2is the Eulidean
norm on W2 [6].

Definition [5]: A geodesic space is called CAT (0) space if the whole geodesic triangles
achieve the following comparison axiom.

Let A be a geodesic triangle in G and A B W?2 be a comparison triangle for A. Therefore,
A is called to achieve the CAT (0) inequality if for all w,v € A and for all u#,v €A,
d(u,v) < dy2(u, v).

If u,v;, v, are points in CAT (0) and v, = %(v1 @ v,), then the CAT (0) inequality leads to

2 1 2 1 2 1 2
d(u,vy) Szd(u,vl) +§d(u,v2) —Zd(vl,vz)

Which is the CN (Courbure Negative) inequality of Bruhat and Tits. In general, a geodesic
space is a CAT (0) space if and only if it accomplishes (CN) [4].
Lemma (1)[7]: Let (G, d) be a CAT (0) space. Then,

d((1—k)a @ kb, c)2 < (1 -k)d(a,c)?®+ kd(b,c)*> — k(1 —k)d(a,b)?
forall k € [0,1] and a,b,c € G.

Let {u,} be a bounded sequence in a CAT (0) spaceG. We set
r(u, {u,}) = lim,_ . supd(u,u,) , foru € G,
The asymptotic radius r( {u,} ) of {u,} is given through
r({u,}) = inf{r(u, {u,}):u € G},
and the asymptotic center A({u,,}) of {u,,} is defined as
A({un}) = {u € G:r(u,{u,}) = r(fu,}.
It is well known that A({u,}) has punctually one point in CAT (0) space.
A new iteration algorithm is recently introduced by Vatan Karakaya et al. in [8], which is

given as follows:

v ,=vE€EH

Uns1 = (1 — an — ¥dun + anTuy + v Twy

Up = (1 = pp — udWn + prTwy + ppToy
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w, = (1 —o,)v, + 0,Tv,, Vn € N. 1)
Where H is a nonempty convex subset of a normed space. {a,}, {v.} {on}, {ttn}, and {o,}
are real sequences in [0, 1] that satisfy

(@n + Yo)ieor (n + 1) € 0.1 YREN, D (e +7) = o0
n=

In this work, we further modify the iteration(1) that is done by the work of Vatan
Karakaya et al. in [8], for joint fixed points of two mapping non-expansive and contraction
mapping in a complete CAT (0) space as follows:

Let (E,d) be a metric space and H be a nonempty closed convex subset of E. Consider
T:H — H beamappingand u € H be a fixed point of T that meansTu = u. The set of joint
fixed points of T and S will be denoted by F which isF = { u € H: Tu = Su = u}. If there is
a continuous mapping P:E — H such as Pu = u,Vu € H then H is called retract of E. A
mapping P: E — E is called a retraction if P? = P. If P is a retraction, then Pv = v, V v in
the range of P.

vy, =VEH

Un41 = P((l - ay — Vn)un ©® anSuy, ® VnSWn)

Un = P((l — Pn — M)Wy D pnTw, © .unTvn)

w, = P((1 — o, )v, D 0,Tv,), nEN. @)
Where {a,,}, {vn}, {on}, {un}, and {o,} are real sequences in [0, 1] that satisfy

(an + Vn)ne=or (Pn + tn)n=o € [0,1],Vn € N’Z O(Qn + ¥,) = oo.
n=

The purpose of this paper is to study the modified three-step iteration algorithm (2) for
approximating a joint fixed point and to discuss the existence and convergence theorems for
the above iteration algorithm of CAT (0) spaces. We also compare the rate of convergence
between the modified iteration algorithm (2) and the iteration algorithm (3) as well as by
utilizing a numerical example we show that our iteration algorithm is faster than other
iteration algorithms. The notion of stability of fixed point iteration procedures will be
discussed in this work. The theme of stability, as an application of theory of fixed point, have
been intensively investigated by numerous authors [9, 10]. As well as it is useful in diverse
domains of mathematics such as difference equations, differential equations, numerical
analysis, integral equations, and game theory . For more details see [11].

Now we give the following definitions and lemmas that are needed to prove our
convergence results.

Definition (2)[7]: Let H be a nonempty subset of a metric space (E,d). AmappingT : H —
H is called a contraction if there exists 9€ (0,1) such that
d(Ta,Th) < 9d(a,b),foralla,b € H and is called nonexpansive mapping if d(Ta,Th) <
d(a,b), foralla,b € H . Every contraction mapping is non-expansive mapping.

Definition (3)[12]: A sequence {u,}in a CAT(0) space E is A-convergence to u € E ifu is
the unique asymptotic center of {v,,} V subsequence {v, } of {u, }. Here, we set

A —lim,,_,4 u,, = u and u is the A-limit of {u,}.

Definition (4)[12]: Two mappings T, S is called to accomplish the condition (N) if there is a
nondecreasing  function  &:[0,00) — [0, 00) with é(0) = 0,and é(P) > 0,V b € (0, )
such that

d(a,Ta) = E(d(a, F))or d(a,Sa) < f(d(a, F)) V a € E,where d(a, F)

= inf{|la — h*|| ,h* € F = F(T) N F(S) # @}.

Lemma (5)[7]: Let E be a complete CAT (0) space and a € E. Presume {s,} is a sequence in
[z,c] for z,c € (0,1)and{a,},{b,}are sequences in E such as Tlll_r& sup d(a,, h*) <
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t, lim sup d(b,, h*) < tand lim,_, d((1—s,) a, ® s,b,) =t for some t > 0.Thus
n—-oo

lim,_,d(ay, b,) =0.
Lemma (6)[13]: Let H be a closed convex subset of a complete CAT (0) space E and
T:H—-H be a nonexpansive mapping. Therefore
A —lim,_,, v, = vand lim,_ d(v,, Tv,) =0, leadto v, € Hand Tv = v.
Lemma (7)[12]: If {v,} is a bounded sequence in a complete CAT (0) space with A({v,}) =
{v}, there is a subsequence {u,} of {v,} with A({u,}) = {u} and d(v,,u) converges,
therefore v = u.
Lemma (8)[8]: If T is a real number that satisfies 0 < 7 < 1 and (Q,),en IS @ sequence of
positive number such as lim,,_,, Q, = 0, then for any (Q,) ey accomplishing u,;; < tu, +
Q,,
n =1,2,..,0nehas lim, ., u, = 0.
2. Convergence Results
In this section, several results for the iteration algorithm (2) to converge to a joint fixed
point of non-expansive mapping and contraction in a complete CAT (0) spaces are proved.
We assume that H is a nonempty closed convex subset of a complete CAT (0) space
E,and let F: = F(T) n F(S) be the set of joint fixed point of two mappings T and S. Now, we
start the following:
Lemma (9): Let T: H — H be a mapping which accomplishes contraction and S: H — H be a
mapping which accomplishes non-expansive. If {v,} is a sequence defined by (2), then
1 —1lim,_, d(v,, k*) existsforall k* € F.
2-lim,,_, o, d(vy, Tv,) =lim, e d(v,, Sv,) =0
Proof:
We start to prove that lim,,_,., d(v,,, k™) exists, we have
d(Wn:k*) = d(P((l - O-n)vn D O-nTvn:Pk*))
< (1 -0,)dWwy k) & 0,d(PTvy,, Pk™)
< (1-o0,)dWwyk*) + 0,d(Tv,, k™)
< (1 -o0)dWy k") +90,d(v,, k™)
<1 -o0,+90,)d(,, k")
< d(vp, k")
d(utn, k%) = d (P((1 = pn = )W ® puTwin © T, PE°))
=< (1 ~Pn— Mn)d(wn: k*) + pnd(TWn' k*) + .und(Tvn' k*)
=< (1 ~Pn— Mn)d(wn: k*) + 19pnd(Wn: k*)+19.und(vnr k*)
< d(v,, k").
Therefore,
d(Un+1, k*) =d (P((l —0n — Vn)un @ ansun S% ynSWn'Pk*))
< (1 —Qn — Vn)d(un: k*) + and(sun' k*) + ynd(SWn' k*)
< (1 —an — Vn)d(un: k*) + and(un’ k*) + Vnd(Wn’ k*)
= d (v, k).
Which shows that d(v,, k*) is decreasing and bounded below, thererfore lim,,_,. d(v,, k™)
exists.
To prove (2), we have Tllilﬁlod(un’k*) exists for eachk* € F. Assume that d(v,, k*) =

h,vh = 0.

If h = 0, the proof is straight forward.

Now, assume that h > 0. Since d(w,,, k*) < d(v,, k™) and d(u,, k*) < d(v,, k*).
Therefore, we have

lim,,, o sup d(wy,, k*) < hand lim,,_,,sup d(u,, k*) < h.

As well as we have
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d(Swy, k*) <d(w,, k") and d(Su,, k") < d(u,, k).
Thus, limsup d(Sw,, k™) < h and lim,_,,sup d(Su,, k*) < h.
n—-00
Moreover, lim,,_,o, d(v,,4+1,k*) = h, and
h = lim d(v,4q1, k%)
n—-oo

<lim,_qd (P((l — Ap — V)Un D apSu, D vpSwy, k*))
< limpe d((1 = ¥ty + ¥uSwy, k¥).
By Lemma (5), we get
lim,,_, d(uy,, Sw,) = 0.
Now,
d(vn+1: k*) =d (P((]- —an — Vn)un ® a,Su, D ypSwy, k*))
< d((l — Vo) Uy + VnSWy, k*)
< d(uy, k) + ypd(uy, Swy).
So, we deducelim,,_,, d(u,, k*) = h, and
d(u,, k*) < d(uy,, Swy) + d(Sw,, k™)
< d(u,, Swy) + d(wy, k).
Then, we deduce lim,,_,,, d(w,, k*) = h.
We also have
h = lim d(wy, k")
n—-o0o0
= lim d(P((1 — o,)v, @ 0,Tv,, k™))
n—-oo
= lim d((1 — o)V, + 0,Tvy,, k*).
n—oo

From Lemma (5), we get
lim d(v,, Tv,) = 0.
n—-oo
Next, d(wy,, v,) < (1 — a,)d (v, vy,) + 0, d(Tvy, vy).
This gives,
lim d(wy,,v,) = 0.
n—-oo

Moreover, from
d(un' vn) < (1 — Pn — :un)d(ww vn) + pnd(TWnr vn) + .und(Tvn' vn)
We get,
lim d(u,,v,) =0,
n—-oo
and
d(vy,, Svy) < d(vy, uyp) + d(uy,, Swy) + d(Swy, Svy),
This leads to,
lim d(v,, Sv,) =0
n—0o

Theorem (10): Let T,S: H - H with joint fixed point k* € F be as in Lemma (9). Presume
that {v,,} is a sequence defined by (2), then {v, } converges strongly to the joint fixed point.
Proof: To prove that {v,,} converges to the joint fixed point Tk* = Sk* = k*. We have

d(Un+1, k*) =d (P((l —Qn — Vn)un D a,Su, @ ynSWn'Pk*))

< (1 —Qn — Vn)d(un: k*) + and(sun' k*) + ynd(SWn' k*)

= (1 —Qn — Vn)(l — Pn— Un +9py + 19.un)d(vn’ k*) + an(l —Pn " HUn Tt
Vpn + Yun)d(Wn, k™) + v (1 — o + 903)d (v, k7)

< (1 - (an + Vn)(l - 19)) d(vn: k*)-
By induction
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dnes k) <[ [0 = @+ 701 = 9))) v k)

< d(vy, k*)e~ =D Zio@i+yy)
vn € N,since 0 <9 < 1,a,,¥, €10,1] & Yoo, + ¥n) = o, we have
limy, 00 SUP d (Vpiq, k*) < limyy, e sup d(vg, k*)e~ @9 Zizol@i+yd = 0. Hence,
lim, 0 d(Vp41, k™) =0, forall n € N.

Theorem (11): Let T,S: H — H with joint fixed point k* € F be as in Lemma (9) and T, S
accomplish condition (N). Presume that {v,} is a sequence defined by (2), then {v,}
converges strongly to the joint fixed point.
Proof: From Lemma (9), we have lim,, . d(v,, k*) exists and
lim,,_,, d(v,, Tv,) =lim,_, d(v,, Sv,) = 0. Then from condition (N), we obtain
Tlli_r)glof(d(vn: F)) < %i_r)god(vn' Tv,) =0
or
rlli_r)lgof(d(vn:F)) = Tlli_{god(vn'svn) =0

Thus, we have lim,,_,,, f(d(v,, F)) = 0, since ¢ is a nondecreasing function accomplishing
with €(0) = 0and é(P) > 0,V b € (0, ), we have lim,,_,,, d(v,,, F) = 0.

Now, to show that {v,} is a cauchy sequence in H. Let € > 0,since lim,,_, d(v,, F), then
there exsits a positive integer n,, such that

€
d(vn,F)<Z, foralln = n,
In particular, inf {d(vy,, k*); k** € F} < = Therefore there exists k** € F, such that
d(Vng k™) <.
Now, for all n,m = n,, we get
d(vn+mr vn) S d(vn+m' k** ) + d( k**, Un)

< 2d(vy,, k™)

<20)=e
Therefore {v,,} is a cauchy sequence in H of CAT (0) space E. Thus, the completeness of E

implies that {v,,} must be converge to g in H. Next, to show that g € F,lim,,_,., d(v,, F) =0
gives that d(q, F) = 0 and the closedness of F forces q € F.

Theorem (12): Let T,S: H —» H with joint fixed point k* € F be as in Lemma (9). Assume
that {v,,} is a sequence defined by (2), then {v,,} converges strongly to the joint fixed point iff
lim,,_,o d(v,, F) = 0, where d(v,, F) = inf{d(v,k*): k* € F}.
Proof: Necessity is clear.
Conversely, presume that lim,,_,,, d(v,, F) = 0, we have d(v,,1, k") < d(v,, k*),Vk* € F.
This leads to

d(vn+1’F) < d(vn’F)
So that, d (v, F) exists. Thus, the result is followed from Theorem (11).

Theorem (13): Let T,S: H —» H with joint fixed point k* € F be as in Lemma (9). Let {v,} be
the sequence defined by (2) with the real sequences {a,}, {vn}, {on}, {tn}, and {o,} € [0, 1]
for all n € N. Therefore, the sequence {v, } A-converges to the joint fixed point.
Proof: We have seen from Lemma (9) that lim,,_,, d(v,,, k™) exists forall k* € F and

711_1)1010 d(vy,, Tvy,) =711_r)rc}o d(v,, Sv,) = 0.

Now, we show that @A(v,) = Uz )@ 3 AU2Z]) B F(T,S).
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Let oa(vy) = Ugzy o w3 A([2,]) B F. To show that @, (v,) B F, assume that z € @, (v,).
Therefore, there is a subsequence {z,,} of{v, }. Such that A([z,]) = {z}. By Lemma (6) for all
subsequence{y,} of {z,} such as A — lim,_,,, 5, = y and y € H. So that from Lemma (7) we
getz = y. This shows that ¢, (v,) B F.

Finally, we have to show that {v,, } A-convergence to the joint fixed point of F. It is enough to
show that @, (v,,) is a singleton, let {z,,} be a subsequence of{v,}. By Lemma (6), there exists
a subsequence {y,} of {z,} such as A—lim,_ .y, =yandy € H. Let A([z,]) = {z}
andA([v,]) = {v}. Since z € @,(v,) andd(v,, z) are convergent, then from Lemma (7), we
get v = z. So, @A (vy,) has punctually one point. Hence, {v,} is A-convergence to the
joint fixed point of F.

3. Applications
Theorem (14): Let T,S: H —» H with joint fixed point k* € F be as in Lemma (9). Let {v,} be
the sequence defined by (2) with the real sequences {a,}, {vn}, {pn}, {t}, and {o,} € [0, 1]
suchthat 0 < B < a,, + ¥y, for all n € N. Then, {v,} is stable.
Proof: Let {z,} be an arbitrary sequence in CAT (0) space E. Define
&n = d(Zn+1:P((1 —an — Vn)an ©® apSa, @ VnSbn))

Where a, = (1 — p, — ) bp ® pnThy, ® unTz,) & b, = (1 — 0,)z, P 0,Tz,, V.
Presume that v, = k*as n - o and lim,,_,, &, = 0. Therefore, we belay that lim,,_,, z, =
k*
d(Zn+1r k*) =d (Zn+1:P((1 - ay — Vn)an @ ansan EB VnSbn))

+ d (P((1 = @ — Yu)n @ xSy @ ¥uShy), Pk") )

<&+ d(P((1 - @ — 1)@ @ @Sy ® ¥uSbn), PK"))
<A-a,—y)dla,k”) + a,d(Sa,, k*) + y,d(Sh,, k*)
< (1 —Qan — Vn)(l —Pn—HUnt 19pn + ﬁ.un)d(zn'k*) + an(l —Pn—HUnt 19pn +
19#n)d(zn' k*) + Vn(l —opt 19O-n)d(zn’ k*)
<&+ (1—(an +y)(1—9)) d(zp, k)
<&+ (A —-B(A-9))d(z, k")
Therefore, from Lemma (8), we get lim,, o, z, = k™.
Conversely, assume that 7ll_r){}o z, = k*, we have to show that lim,,_,., &, = 0.

& =d (Zn+1' P((l — ap — Yn)an ® aySa, & VnSbn))

= d(Zn+1J k*) +d (P((l —Qn — Vn)an D a,Sa, & ynSbn)'Pk*))
=< d(zn+1; k*) + (1 - (an + Vn)(l - 19)) d(zn: k*)
Since, ¥ € (0,1),a,, + y,, € [0,1], Vn,
0<l-(ap+y)(-9)<1
By taking the limit of both sides and utilizing the hypothesis lim,_. z, = k*, we
getlim, ., &, = 0.

Theorem (15): Let T: H — H be a mapping which accomplishes contraction and S: H — H be
a mapping which accomplishes non-expansive. Let {a,}, {yn}, {on}, {tn}, and {o,,} be real
sequences in [0, 1]. Then {y,,} defined by:

yvi=zZ€H

Yn+1 = P((l —Un — Vn)Yn ® apSa, ©® VnSbn)
an = P((l — Pn — .un)yn ® pnTh, © .unTyn)
b, = P((l — 0)Yn D GnTyn)' neN 3)

is A-convergent to the joint fixed point.
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4. Numerical Example
In this section, we give a theorem and numerical example to support our results .We start by
the following definition.
Definition (15) [14]: Let (8,,) and (JI,,) be two sequences of real numbers that converge to 8
and JI if
i 18n = 8 _
noe ||, — ]|
Then we said that the convergent of (8,,) is faster than the convergent of(J1,,).
Theorem (16): Let T: H — H be a contraction mapping and S: H - H be a non-expansive
mapping. Assume that the iteration algorithm (2) and the iteration algorithm (3) converge to
the same joint fixed point k*. Then the convergent of the iteration algorithm (2) is faster than
the convergent of the iteration algorithm (3).
Proof: Let k* € F. Therefore, for iteration algorithm (2)
d(wp, k™) = d(P((1 — 0,) vy, © 0, Ty, PEY))
< (1 -o0,)dWwy k) & 0,d(PTvy,, Pk™)
< (1-o0,)dWyk*) + 0,d(Tv,, k™)
< (1-o0)dWwy k") +90,d(v,, k™)
< (1 -o0,+390,)d(,, k")
Presume that
® = (1— 0, +90,)
50, d(wy, k™) < wd(v,, k™).
d(utn, k%) = d (P((1 = pn = )W ® puTwin © T, PE°))
= (1 — Pn — .un)d(wm k*) + pnd(TWn: k*) + .und(Tvn' k*)
=< (1 ~Pn— ﬂn)(’)d(vnf k*) + 7-9101’Ld(wn' k*)+19.und(vn' k*)
< (1 ~ Pn— .un)@d(vn' k*) + 19pn“)d(vn' k*)+19.und(vn: k*)
< [(1 ~Pn— ,un)u) +Ipny + 19ﬂn]d(vn' k*)
Now by assuming that
A=[(1=pp =)o+ Ippw + Iy
We have , d(u,, k*) < Ad(v,, k™).
Therefore,
d(vps1, k™) =d (P((l — Ay — Y)Un D apSu, © YnSWank*))
<A =-ay, —yv)duy, k™) + apd(Suy, k*) + yp,d(Swy, k™)
< (1 —Qn — Vn)d(un: k*) + and(unf k*) + Vnd(wnf k*)
< (1 —an — Vn)ld(vn’ k*) + anld(vn’ k*) + Vn @d(vn’ k*)
< [(1 —Qan — Vn)/1 + anﬂ-_i'yn U)]d(vm k*)
= (1 = (an + A d(vn, k™)
<A—-(an+y )" d(v,, k).
Let8, = (1 — (an+yn)A)"d(v,, k*).
Now, by iteration algorithm (3)
d(bnr k*) = d(P((l - Un)yn @ O_nTyank*))
< wd(yn, k7)
d(an: k*) =d (P((l ~Pn— .un)yn @D pnTbn D .UnTyn'Pk*))
< (1 —Pn— .un)d(ym k*) + pnd(Tbnr k*) + .und(Tyn' k*)
< Ad(yn, k7)

0

Therefore,
d(yn+1jk*) =d (P((l —Qn — Vn)yn @D anSa, O ynSbn'Pk*))
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< (1 —an —v)d(n, k") + and(Sup, k*) + v, d(Sbyp, k)
< (1 - (an + Vn) + an/l-l'yn (‘)) d(ynr k*)

< (1 - (an + Vn))d(yn’ k*)

= (1 - (an + Vn))nd(yn» k*)

LetJI,, = (1 — (an + yp))"d (v, k), then we have

Now,

j[n a (1 - (an + Vn))nd(yn» k*) B

Iragi Journal of Science, 2022, Vol. 63, No. 4, pp: 1642-1652

B, (1—(an+y D" dy k™) d(vy, k)
A, k*)

- 0asn — oo,

Therefore, the convergent of {v,} is faster than the convergent of {y,} to k™.
Example (17): Consider thetwo mappings T,S:R - RbyT(u) = 1:—” and S(u) =

1+4u

,Yu € R. So that, one can easily see that T is contraction and S is nonexpansive nonself

mapping. It is clear that F(T) = F(S) = {1} of the mappings T and S. Set a,, = 0.01,y,, =
0.10, p, = 0.03,u, = 0.05 and g,, = 0.3. By using MATLAB program, we have seen that
the iteration algorithm which is defined by (2) is faster than the iteration algorithm that

defined by (3) for initial points
of the iteration algorithm (2) and (3) are appeared in Figure 1.

u; = 12 . Finally, the convergence demeanors

Table 1-Numerical results correspondent to u; = 12 for 107 steps

n

Iteration (2)

Iteration (3)

n

Iteration (2)

Iteration (3)

n

Iteration (2) lIteration (3)

oo~NouTh~WwWNEO

12
7.3048
4.6136
3.0712
2.1817
1.6804
1.3900
1.2235
1.1281
1.0734
1.0421
1.0421
1.0138
1.0079
1.0045
1.0026
1.0015
1.0009
1.0005
1.0003
1.0002
1.0001
1.0001
1.0000

12
10.7900
9.7131
8.7547
7.9016
7.1425
6.4668
5.8654
5.3302
4.8539
4.4300
4.0527
3.7169
3.4180
3.1521
2.9153
2.7046
2.5171
2.3502
2.2017
2.0695
1.9519
1.8472
1.7540
1.6710
1.5972
1.5315
1.4731
1.4210
1.3747
1.3335
1.2968
1.2642
1.2351
1.2092
1.1862

36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71

1.1657
1.1475
1.1313
1.1168
1.1040
1.0926
1.0824
1.0733
1.0652
1.0581
1.0517
1.0460
1.0409
1.0364
1.0324
1.0289
1.0257
1.0229
1.0203
1.0181
1.0161
1.0143
1.0128
1.0114
1.0101
1.0090
1.0080
1.0071
1.0063
1.0056
1.0050
1.0045
1.0040
1.0035
1.0032
1.0028

72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107

- 1.0025
- 1.0022
- 1.0020
- 1.0018
- 1.0016
- 1.0014
- 1.0012
- 1.0011
- 1.0010
- 1.0009
- 1.0008
- 1.0007
- 1.0006
- 1.0005
- 1.0005
- 1.0004
- 1.0004
- 1.0003
- 1.0003
- 1.0003
- 1.0002
- 1.0002
- 1.0002
- 1.0002
- 1.0002
- 1.0001
- 1.0001
- 1.0001
- 1.0001
- 1.0001
- 1.0001
- 1.0001
- 1.0001
- 1.0001
- 1.0000
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N1 ; ; ) : 1 ' ' '
J|| ' : : : ' —#— lteration algorithm (2)
10 'Ll’("‘ """" T A —&— lteration algorithm (3) [

sequence value

Figure 1-Convergence behaviors correspondent to u; = 12 for 100 steps.

5. CONCLUSION

In this study, we have been discussed a modified three-step iteration algorithm (2) for
approximating fixed point. We have also been established several strong convergence and A-
convergence results under appropriate conditions. In addition the stability of three-step
iteration algorithm (2) for two mappings non-expansive mapping and contraction mapping is
proved. The results in this paper are provided improvement and extensions of several previous
works for a CAT (0) space that are given in the literature, as well as by utilizing a numerical
example we also compare the rate of convergence between the modified iteration algorithm
(2) and the iteration algorithm (3). The results shows that our modified iteration algorithm is
faster than other iteration algorithms.
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