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Abstract:

The focus of this article is to add a new class of rank one of modified Quasi-
Newton techniques to solve the problem of unconstrained optimization by updating
the inverse Hessian matrix with an update of rank 1, where a diagonal matrix is the
first component of the next inverse Hessian approximation, The inverse Hessian
matrix is generated by the method proposed which is symmetric and it satisfies the
condition of modified quasi-Newton, so the global convergence is retained. In
addition, it is positive definite that guarantees the existence of the minimizer at
every iteration of the objective function. We use the program MATLAB to solve an
algorithm function to introduce the feasibility of the proposed procedure. Various
numerical examples are given'.
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1. Introduction:

There are many efforts to achieve a better approximation of the Hessian matrix. The modified
Quasi-Newton (secant) condition is proposed by Zhang J, and Xu Ch. [1]. They use both
gradient and function meaning knowledge to achieve a higher order accuracy in

approximating the second curvature of the objective function.
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In [2], the authors find a revamped Broyden family composed of BFGS ( Broyden, Fletcher,
Goldfard, andShanno), which analogs to the changing that suggested by authors in [1,3]. The
BFGS update was updated on the basis of the new Quasi-Newton condition By,1Skx = Vi
where y, = y, + ArSk , and Ay is a matrix.
The symmetric rank one update based on the extended quasi-Newton condition that was
updated by authors in [4], and they provided that the method retains the symmetric and
positive definite property and they also provided the proposed method's global and
superlinear convergence.
In [5], the authors suggested the Broyden update to guarantee the positive definite property of
Hessian matrix and to give the global convergence of the proposed process. In [6], the authors
use the Taylor theorem for the modified BFGS approach. It was developed for solving
system of nonlinear equations. In [7], the authors presented the modified BFGS approach for
solving the nonlinear system. Updated quasi-Newton equation was suggested in [7] to get a
more detailed approximation of the second curvature of the objective function. In [8], the
authors introduced the modified DFP (Davidon—Fletcher—Powell) update based on modified
quasi-Newton condition and provided the global and superlinear convergence of the proposed
method. A new family of updated BFGS updates was proposed in [9] to resolve the
unconstrained issue of optimization for non-convex functions based on a new modified weak
Wolfe-Powell line search technique. In [10], the authors proposed the modified BFGS update
(H-version) by updating the vector s ( next solution-current solution) and they provided that
the proposed method preserve the strong positive definite property and globally convergent.
The method of Newton x**1 = x* — (V2f(x¥))"1Vf(x*) is efficient because it uses the
Hessian matrix that provides the useful curvature data, however the computational efforts of
the Hessian matrix are very costly or it is difficult to test the Hessian matrix even though the
Hessian matrix is not analytically usable this refers to a class of techniques that use only the
values of the equation and the gradients of the objective function which are closely related to
the method of Newton. Even the Hessian matrix is not analytically available, or the Hessian's
estimation is challenging. These refer to a class of techniques that use only the values of the
equation and the gradients of the objective function that are closely related to the method of
Newton. The Quasi-Newton system is a class of techniques that does not need to calculate the
Hessian method. Quasi-Newton is a class of methods that does not need to calculate the
Hessian matrix, but it generates a series of Hessian approximations at the same time preserves
a high rate of convergence. In this work we will construct a Hessian approximation instead of
evaluating the Hessian matrixV?f (x),as well as we will also create a Hessian approximation.
We predict that the Hessian matrix sequence of approximates {B;} has positive definiteness, it
has a p, = —(By) 1Vf(x*)downward direction, and it works like the process of Newton.
Moreover, it is also important for its measurement to be effortless to handle.
Consider the unconstrained optimization problem

min,ecgn f: R™ - R (1)
The objective function f is assumed to be twice continuous and differentiable in a convex
open set D, moreover f is uniformly convex.The most efficient quasi-Newton method is the
(BFGS) method, which is introduced independently by Broyden, Fletcher, Goldfarb, and
Shannoin in [10]. Note that the Hessian approximation By.; can be modified in the BFGS
approach

T T T T T

By = By + 205 - g liand e = (1 =321 i 1 =248+ 2
Where By.1y is the next Hessian matrix approximation, Hgy+1) IS the next inverse Hessian
matrix approximation,s, = x*** — x¥ | x* is the current solution, x*** is the next solution,
yi = VF(xk1) — VF(x¥), and V£ is the gradient of the objective function f,
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BFGS update is considered a common update to solve the unregulated problem of
optimization where the BFGS update only preserves the positive definite property if y!s, >
Oat each iteration. The problem is to solve problem (1) by generating a symmetrical and
positive definite inverse Hessian matrix sequence that satisfies the quasi-Newton condition at
any iteration.

2. New class of Rank 1 Update

Consider problem (1) with next inverse Hessian matrix approximation H,,; The
modifiedquasi-Newton equation is given as follows:

Hy 1Yk = Sk (2)
The solution of Eq. (2) for Hy,4 such that H,,, is a diagonal matrix which is given in [10]
T
_ YiSk
Hk+1 - J/Z)’kl (3 )

Where [ is the identity matrix and the best choice of the vector s; which satisfy the equation
T

(@)is s =Ty

Eqg. (3) satisfies the modified quasi-Newton condition, symmetric, and positive definite if
yEs, > 0, however, at every iteration it is only in the diagonal form, thus it is very minimal
to solve the optimization problem with large dimensions. In this case, computation is very
minimal, hence it is useful to solve the optimization problem with large dimensions such that
the computation in this case is very minimum. Since the Hessian matrix is not always in the
diagonal form, so Eqg. (3) can be modified to get an update which have the same property of
Eqg. (3), but it is not diagonal so that it is called the new class of rank 1 updatefor

unconstrained optimization.
Let us consider the rank 1 update formula

Hk+1=Hk+ukv,€ (4)
Where uy, v, € R™, n represents the dimension of the problem.
T
If H, changed by %I then, the new class of rank 1 update can be written as follows:
kYk
J/lzsk T
Hyy1 = y,fykl + Uk Vg (5)

To determine u,andvy, let us consider the following equation:

T T
_ _ y;zsk YI’{HkYR _ [ Sk Hgyk _ [ sk Hiyk Sk Hyyg
0=1-1==——=% =\r— 7 Y=\t — 7T T. T Vi
YiSk  YieHrYk YiSk  YrHrVk YiSk  YeHrYr/) \Visk  YieHrVk

and if wy, = — — % than e have the following equation
YiSk  YiHrYk
kWi Yk =0 _ (6)
that leads to the solution of the Eq. (2) as follows:
T
H — YicSk g <5k _HkYk)<Sk _Hkyk>T 7
ket =50 U ST ™ STio) OTse ~ 3T (7)
Sk HeYe

From Eq. (7), it is clear that u, = =
g ( ) e Vk ylfsk y]fHkYk

Then Eq.(7) is called the new rank 1 update formula.

3. Algorithm of the method

Step | Consider a starting pointx® € R™, an initial symmetric positive definite matrix
Hy € R™™ an error tolerance e > 0; k = 0.

Step 2 ComputeVf (x*). If |[Vf(x*)|| < e then, the solution is x* and

stop, otherwise , compute 1, = —H, Vf(x*)

Step3Do exact or Inaccurate line search to identify a step size S, > 0 such that f(x* +
Brri) < f(x").

Step 4 Set x**1 = x* + g7,
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Step 5 Set s, = x**1 — x* and y, = VF(x*t1) — VF(x5)

Step 6 Compute Hy.., from equation (7)

Step7 k =k + 1 and go to step 2

Theorem 1:

The new rank 1 update which is given in Eq. (7) is symmetric, Positive definite, and satisfies
the modified quasi-Newton equation.

Proof:

N H

J/?;Sk yszYk

, hence Eq. (7) becomes

T
Hypyiq = %I + wywy , and since the first term is in the diagonal form then, Eq. (7) is
kYk

symmetric. By Eq. (3) and Eq. (6), it is clear that Eq.(2) is hold and hence the modified quasi-
Newton condition is satisfied. Finally we need only to prove that y!'s, > 0, that means

yEsi = (Vf (tiers) = VEG0)) i
= Vf (1) sk — Vf () sk
= BV (X )y + Bieri Hy 1
ﬁ af(xk+1)
“ 0Bk
=0+ B i Hy'r, > 0 , by exact line search and the positive  definiteness of inverse of
Hessian matrix. Hence H,., is generated by the new rank lupdate which is positive definite.
Powell developed the global convergence of the Quasi-Newton methods in [11]. These
observations were applied to the small class of Broyden by Byrd, Nocedal and Yuan in [11].
Lemma 2: [10]
Let f:R™ — R that satisfies the ssumption of problem (1), then
Isll el sgye  skyvk AR
il Tsell” sl Tyl2” 4 Ty
Note that, from assumption of problem (1), and since s!Bysy, and y!s, are boundedfrom
lemma (2) we have
Iyill  lNarsell yiarse viarse larsell?  yEHkYk YEBrYi @SkYk d agsk BiSk
larsill” Myell " Iyel? " lasel?” yiaesie” yil? " llyel? " el lyill?
where «a, is any constant.
Lemma 3, [11]
Under exact line search, Y. ||s,|[?andY; ||y, ||?are convergent.
Note that, from lemma 2 and lemma 3, clearly that }||s} y,sk||? is convergent, which gives

+ Biry Hi ‘1

are bounded .

are bounded,

T 2
that % is convergent and bounded. Hence by the quasi-Newton methods(the proposed
k

method) is global convergent.
4. Numerical Examples
In this section, numerical examples are solved by using the proposed method to introduce the
effectiveness of the method, where the chosen problem represents an application functions in
several science. The problems solved by using the proposed method with different dimensions
and different starting points with initial inverse Hessian approximation equal to identity
matrix. The problems are solved by using MATLAB program .
Example 1:[11]

1. min f(x) = (1 —x)%+ (x; —x7)% Hy=1
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Table 1- Results of function 1 with different starting points
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New rank one method

’ Iterations f evaluation x*
[g] 14 6.4285¢-010 [ﬂ
[ig 10 1.7209¢-009 [ﬂ
12218 16 1.4847e-011 [ﬂ
[122?} 32 5.1670e-009 [ o 010 . 1]

Example 2:[11]

2. minf = x{ +x} + 10x5 + x5 + 10x3 + 100x5 + x3 + 20x% + 1000x; + x5 + 30x |,

H0=I

Table 2- Results of function 2 with different starting points

New rank one method

X
Iterations F evaluation x*
107 0.0435
20 —0.7456
30 32 . l 03125 ]
m 0.1222
477 0.0627
38 —0.7457
38 47 -4.1420 l 05109 ‘
[14] 0.1230
1050 0.0930
2000 0.6700
[1800] 46 -3.3643 [0.3125]
1350 0.1223
12345 0.0525
23456 —0.7455
l34567‘ 44 -4.1384 [ 0.3200 ‘
45678 0.1222

Example 3: [11]

3. min f(x) = XL [(x2i-1 — 2)* + (xpi-1 — 2)2x22i + (xp + D2, Hy =1
Table 3- Results of function 3 with different starting points
o New rank one method
g Iterations f evaluation x*
— 1 - — 2 -
2 -1
: 15 2.8807e-010 :
9 2
110 L1
117 2]
12 -1
: 42 6.4966e-009 :
19 2
L20 [_ 1]
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— 1 -
2 51|
: 41 1.7220e-009 | : |
19 2
20 L12J
2 =1
: 91 2.6314e-003 | : |
39 l2 J
140 -1
Example 4: [11]
4. min f(x) = B [(ezi-1 — 1D + (xp — 11)? + (Xp-q + x5 — 7)%], Hy =
Table 4- Results of function 4 with different starting points
New rank 1 method
XO
Iterations f evaluation x*
— 1 - _3_
2 2
: 12 2.6864e-009 :
9 3
L0 D]
117 et
12 2
: 13 6.6255e-010 :
19 3
120 D]
— 1 - ,3_
2 2
: 19 3.9368e-009 :
19 3
120 D]
— 1 - _3_
2 2
: 53 3.3691e-008 :
39 3
L4 D]

Example 5:[11]

Table 5- min £ (x) = ¥ [(n — ¥, cosx; + i(1 — cosx;) — sinx; + eV’

New rank 1 method

Iterations

f evaluation

*

X

—

4

7.5115e-008

[0.0104
0.0083

1.0552¢-008

0.0039
0.0020

0.0010

58

0.0784

[ —0.0001 7
0
—6.7413

G W S WN RN R B

19

0.03971

L—44.4055
- 0 -

0
0
—11.7955

L —94.5720
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From previous examples, it is clear that the proposed method can solve all the problems with
different dimensions and different starting points. The iterations and f evaluation explain that
the proposed method is terminated at the minimizer of the objective function for all starting
points.

5. Conclusions

The new rank one update was proposed to address the unconstrained question of optimization.
This update satisfies the modified quasi-Newton condition and symmetric, moreover the
positive definite property of inverse Hessian approximation holds. Four examples explain the
affectivity of the proposed update.
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