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Abstract  

     Task scheduling in an important element in a distributed system. It is vital how 

the jobs are correctly assigned for each computer’s processor to improve 

performance. The presented approaches attempt to reduce the expense of optimizing 

the use of the CPU. These techniques mostly lack planning and in need to be 

comprehensive. To address this fault, a hybrid optimization scheduling technique is 

proposed for the hybridization of both First-Come First-Served (FCFS), and Shortest 

Job First (SJF). In addition, we propose to apply Simulated Annealing (SA) 

algorithm as an optimization technique to find optimal job’s execution sequence 

considering both job’s entrance time and job’s execution time to balance them to 

reduce the job’s waiting time to be executed. As a result, this research proves that the 

proposed technique achieves an optimization efficiency with a percentage average 

45.5 % according to the FCFS algorithm and 54.5% according to SJF method. 
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 التمدين محاكاة خهارزمية عمى داعتمبألا المركزية المعالجة وحدة مهام لجدولة مثمى طريقة

 

حدين اياد سلام*,  الكريم عبد عيدى عماد  
 ق العخا,  بغجاد,  المدتنرخية  الجامعة,  التخبية  كمية,  الحاسبات  عمؽم  قدػ  

  
  الخلاصة

 بذكل الؽظائف تعييؼ كيفية بمكان الأهمية مؼ المهمة. العناصخ أحج مؽزع نعام في المهام ججولة تعج      
 وحجة استخجام وتحديؼ النفقات تقميل المقجمة الأساليب تحاول الأداء. لتحديؼ كمبيؽتخ معالج لكل صحيح

 هحا لمعالجة شاممة. تكؽن  أن إلى وبحاجة التخطيط إلى تفتقخ الغالب في التقنيات هحه المخكدية. المعالجة
 أولا  مهمة وأقرخ (FCFS) أولا  المقجمة الخجمة مؼ لكل لمتهجيؼ هجينة أمثمية ججولة تقنية اقتخاح تػ ، الخطأ

(SJF.) التمجيؼ محاكاة خؽارزمية تطبيق سيُقتخح ، ذلغ إلى بالإضافة (SA) عمى لمعثؽر تحديؼ كتقنية 
 التؽازن  لتحقيق المهمة تنفيح ووقت الؽظيفة دخؽل وقت العتبار في الأخح مع الأمثل الؽظيفة تنفيح تدمدل
 كفاءة تحقق المقتخحة التقنية أن البحث هحا أثبت ، لحلغ نتيجة تنفيحها. ليتػ الؽظيفة انتعار وقت لتقميل بينهما

  .SJF لطخيقة وفقاا ٪45.4 و FCFS لخؽارزمية وفقاا ٪54.4 ندبة بمتؽسط التحديؼ
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1. Introduction 

In multi-processing systems, there are several programs that the user executes at the same 

time that contains several processes that require the CPU to finish its task; however, just one 

job will acquire the CPU at an any time. Therefore, CPU scheduling is required to form an 

economical and quicker system that permits a job to use the CPU whereas another one is on 

hold as a result of its awaiting different resources [1]. Most processes need to be executed; 

therefore, it is important to maximize the CPU utilization and output, as well as minimize 

turnaround waiting and response time. These criteria are achieved using CPU programming 

algorithms that manage how processes enter the CPU [2]. An example of those methods is the 

First Come First Served (FCFS) algorithm, which supplies the CPU to the first arrival. Also, 

the Shortest Job First (SJF) algorithm, that offers the central processing unit to the shortest 

process first [1]. To illustrate the methodology to be used to improve the performance of those 

algorithms, and the results to be reached, researchers have proposed numerous ways to 

enhance processor improvements’ criteria through totally different algorithms to decrease the 

waiting time, increase response time, and speed up the turnaround time; however, there is no 

best algorithm for all criteria. 

This paper concentrates on the hybrid optimization scheduling techniques. A hybrid 

optimization scheduling technique is proposed for hybridization of both First-Come First-

Served (FCFS) and Shortest Job First (SJF). In addition, it will be applied to the Simulated 

Annealing (SA) algorithm as an optimization technique to find optimal job’s waiting time by 

considering both job’s arrival time and job’s execution time to apply an efficient balance 

between them to reduce the job’s waiting time.   

1.1. CPU Scheduling 

Processor scheduling is the process of allocating CPU time to processes or allocating CPU 

time slots to processes. This is a dynamic procedure that becomes more difficult in the event 

of a multiprocessing system. The main objectives of scheduling are [3]:  

1) To be consistent across processes. 

2) To increase the range of the processes that are done per unit time (called throughput). 

3) To avoid postponing any procedure indefinitely (called Starvation Free). 

4) To reduce "Overhead," which means wasteful time spent on scheduling. 

5) To balance resource consumption, by using all resources at all times. 

6) To implement a priority mechanism to give some processes extra CPU time. 

7) To degrade elegantly in the face of high loads.  

In the direction of relevance, there are many types of scheduling algorithms that have been 

presented in [4]. In the following sections, two schedules’ methods are presented (the First 

Come First Served (FCFS) algorithm and the Shortest Job First (SJF) algorithm) which are 

under debate in this research. 

1.2. First Come First Scheduling (FCFS) 

The first come first served scheduling (FCFS) is the simplest scheduling algorithm. In this 

case, the process that first requests the CPU will be allocated the CPU first, where FIFO 

queue management strategy is used for FCFS implementation. FCFS is not a preemptive 

scheduling, which means if the CPU is assigned to a process, the process will occupy the CPU 

until it completes or an I/O is requested [5-7]. 

FCFS is problematic for time-sharing systems because not every process due to its inactivity 

can periodically share the CPU. Processes of this sort are sent to the "ready queue" depending 

on the arrival time. Once a process gets access to the CPU, it will run until it is finished. 

Because FIFO is non-preemptive scheduling, it may be utilized in "single programming" 

environments. It cannot be used as a master scheme in multiprogramming, but only as part of 

it. FCFS can also enclose the system in a dynamic system that is manned in another way 

known as a convoy effect. If a CPU-intensive process blocks the CPU, multiple I/O intensive 
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processes can be backed up, which leaves the I/O devices idle. This can also leave the CPU 

idle while everyone queues for I/O, and the cycle repeats itself when the CPU-intensive 

process comes back on the queue [8-10]. 

 

1.3. Shortest Job First (SJF) 

Shortest Job First (SJF), also known as Shortest Job Next (SJN) or Shortest Process Next 

(SPN), is an inactive scheduling strategy that selects the waiting process with the shortest 

execution time to be executed next [10-12].  

The shortest job first is advantageous because of its simplicity and it also minimizes the 

average amount of time each process has to wait until its execution is completed [13-15].  

However, the disadvantage of SJF is that adding short processes can disrupt processes that 

take a long time to complete. Another disadvantage of using SJF is that the total execution 

time of a job must be known before execution, which is not possible [16,17].  

It turns out that this problem is resolved with a very simple technique; in fact, it is a concept 

borrowed from operations research [C54, PV56] and applied to the scheduling of computer 

system duties. This new scheduling discipline is called the Shortest Task First (SJF) 

discipline, and the name should be easy to remember because it fully defines the policy of: the 

smallest job first, then the shortest,  and so on. [18]. 

1.4. Simulated Annealing Algorithm 

SA is a method of optimization that can be used to address a wide variety of issues. For 

complicated optimization issues, SA is recommended. SA Algorithm is shown in Figure 1, it 

starts at a fixed temperature, then the temperature gradually decreases as time passes, as 

shown in the Simulated Annealing Algorithm [19]. The solution is usually represented by a 

set of variables, but it can be defined by other means. Once the algorithm has begun, the 

solution gradually approaches the global minimum that probably occurs in a complex error 

surface. SA has been used in many fields due to its great robustness. One of SA's main 

features is that, while the solution might not be optimal, it still offers a solution. SA can 

provide a realistic alternative for solving certain optimization problems that cannot be easily 

modelled [20]. 
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Figure -1 Pseudo-Code for Simulated Annealing Algorithm [21]. 

The law of thermodynamics state that at a temperature t, the probability of an increment in 

energy ∆f, has been given by equation (1). 

P(∆f) = exp (-∆f /kt)                                  ……… (1) 

 Where k is Boltzmann’s constant.  

The simulation in the Metropolis algorithm calculates the new energy of the system. If the 

energy has increased, then the new state is accepted using the probability by the equation (1). 

Otherwise, the system will keep the current state and reject the new state. At each iteration, a 

certain number is carried out at a temperature, then the temperature is decreased. This is 

repeated until the system cools into a steady state. This equation is used in simulated 

annealing, where the Boltzmann constant is ignored. Therefore, the probability of accepting a 

worse state is given by the equation 2.  

P = exp (-∆fT) > r                                         ……… (2) 

Where ∆f equals the change in the evaluation function T, which equals the current 

temperature r = a random number between 0 and 1. The probability of a wrong decision 

depends on the temperature of the system and the changes in the waiting time function. It can 

be seen that the lower the temperature of the system is, the lower the possibility of accepting 

the worst motion. This is like gradually moving to a cool state in physical annealing. Note that 

when the temperature is zero, only the better moves will be accepted, which effectively makes 

simulated annealing act [22]. The essence of the metropolis test lies in the following three 

principles: 

(i) The chance of acceptance increases with high-temperature values, facilitating 

transitions of design to a thorough early exploration of the design space. 

(ii) Low ∆f, values are more promising, which results in greater acceptance than big 

values. 

(iii)  As temperature decreases, the chance of acceptance reduces substantially; therefore, 

ensuring more useful searching in subsequent phases. 

After all internal loop iterations have been finished at a certain temperature level, the 

temperature for the following cooling cycle has been determined by the multiplication of the 

cooling factor of the current temperature. The aforementioned method is performed until it 

finished the iterations of all cooling cycles [23]. 

2. RELATED WORKS 

In [6], Fawad Ahmad et al. showed that the proposed hybrid scheduling discipline is more 

efficient and enhances the absence of existing scheduling. It helps people using multi-

programming environment and studying an operating system. As a consequence of designing 

a unique priority task policy, identical scalability tests were achieved in [7]. In addition to 

controlling the significance of mixed hard real-time and soft time jobs in the system. 

The new improved Round Robin (RR) technology; which is supported by either one processor 

or multi-processor system, has been developed by Shihab Ullah [24]. The main aims of this 

approach were to minimize the average duration of waiting and turning while maximizing the 

overall output from context-switching between different jobs. Priyanka Sangwan1et al in [25], 

compared the original RR with a suggested model known as a standard cloud computing 

resource scheduling method, which increases loading balance and shows outcomes in the 

cloud. 

Vaishali Chahar & Supriya Raheja in [26], proposed a new multi-level queue-based CPU 

scheduling system. The suggested approach allocates the service time for the CPU and 

dynamically determines the value of time quantity (TQ) among the multiple queues. The 

scheduling approach used in the MathLab application is implemented by the "fuzzy toolbox". 

Simulation research termed Markov-chain analyses was given by Shweta Jaine & Saurabh 
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Jain [27] to identify the influence of the waiting state, with overall system efficiency and 

throughput on the scheduling approach of "multi-level feedback queue". 

This research also emphasizes that the comparative analysis is estimated in an arithmetic 

model utilizing changing α and d values. A. Maktum et. al. in [28] proposed an idea to 

discover nearly optimum solutions by using a "genetic algorithm" for the problem of CPU 

scheduling. They have created a simple scheduling algorithm based on their evolutionary 

method for uniprocessor scheduling and compared their scheduling algorithm with SJF and 

FCFS scheduling to minimize average wait times. 

Shatha Jawad, in [9] proposed a Neuro-fuzzy scheduling approach for the application and 

amended algorithm of CPU scheduling to maximize reaction time and minimize average time 

and turnaround time. This is done by integrating well-known timetables, including SJF 

preventive scheduling and scheduling using the neuro-fuzzy methodology. 

 Kumar Saroy, Sushil and others in [29] proposed an approach which was simulated and 

implemented in C++ programming. This method addressed various problems such as 

extended average waiting times, turnover times, indefinite hunger blockage, and practical 

execution. The proposed scheduling eliminated the numerous issues and it is easy to 

implement with two slice time types. In [30], Omar Ahmed and Adnan Brifcani profound 

training used a multi-layered artificial neural network for learning advanced characteristics, 

such as deep neural and neural networks. The key characteristics gained from data were used 

for deep learning. 

Elmougy, and others in [31] proposed a novel hybrid task scheduling algorithm named 

(SRDQ) combining Shortest Job First (SJF) and Round Robin (RR) schedulers considering a 

dynamic variable task quantum. The proposed algorithms mainly rely on two basic keys; the 

first having a dynamic task quantum to balance waiting time between short and long tasks 

while the second involves splitting the ready queue into two sub-queues, Q1 for the short 

tasks and the other for the long ones. Assigning tasks to resources from Q1 or Q2 are done 

mutually two tasks from Q1 and one task from Q2.  

Sai, R Vijay and others in [32] proposed a hybrid algorithm to find an answer for the 

scheduling problem. This algorithm combines shortest job first and longest job first 

scheduling algorithm and based on the conclusion, it is proposed whether it is suitable in 

uniprocessor as well as in multiprocessor environment. Given other parameters like waiting 

time and turnaround time, this algorithm can achieve efficient solutions. 

Puneet Himthani and others in [33] proposed a Multi-Tasking Scheduling Scheme that 

optimizes the system’s throughput and reduces the overheads caused by context switches. The 

proposed scheme is a hybrid of Round Robin and Shortest Remaining Time First approaches 

as it encompasses the advantages of both methods. In this scheme, Slice Bit and remaining 

Burst Time decide the update of time quantum. However, the proposed scheme may not be as 

fair as traditional Round Robin.  

The previous works have been examined in pursuit of developing the proposed method in this 

study to avoid their drawbacks. Their parameters, ideas and best features are the inspiration to 

the proposed technique of this paper.  

3. PROPOSED METHOD 

The proposed method considers a finite number of jobs with their corresponding jobs’ arrival 

time and the job’s execution time. These jobs are placed in a job queue from which jobs are 

assigned to be implemented by an operating system. The proposed method will concentrate on 

the job’s execution time and the job’s arrival time via taking advantage of the characteristics 

of (FCFS) and (SJF) methods. Therefore, this trend will produce a scheduling method that 

strikes a balance between these two methods. Through this balance, the waiting time will be 

reduced compared to these two methods. The proposed algorithm has been illustrated in 

Figure 2. 
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Algorithm of Optimal CPU Tasks Scheduling Method Based on Simulated Annealing 

Algorithm 

Input: Queue-Jobs: Array [1...N] where: N is the number of Jobs.  

 {Note: In this queue, the index number of this queue represents the job entrance sequence 

in the queue which represents the job’s arrival time, where the element's value of the queue 

represents the job’s execution time. } 

Output: Solution: Array [1...N] where: N is the number of Jobs.  

 {Note: In this queue, the index number of this queue represents the job entrance sequence 

in the queue which represents the job’s arrival time, where the element's value of the queue 

represents the job’s execution time. } 

Step 1: Solution= Queue-Jobs. 

Step 2: Let                           |∑                     
 
   |. 

Step 3: Let T=1.0 {give the Temperature value T its initial value 1.0}. 

Step 4: Let T_min =0.00001 {give the minimum temperature value its initial value 

0,00001}. 

Step 5: Let Alpha=0.9 {give the Alpha value its initial value 0.9 which it will control the 

temperature decreasing process} 

Step 6: Repeat Step 6.1 to Step 6.3 until T< T-min: 

 Step 6.1: Let i=1 

 Step 6.2: Repeat Step 6.2.1 to Step 6.2.5 until i<=N: 

 Step 6.2.1: New_Solution = Neighbor (Solution) {It Will be Created Randomly} 

 Step 6.2.2:                          |∑                         
 
   | 

 Step 6.2.3:                         
                                                 

   

 Step 6.2.4: If Acceptance_Probability> Random_Number then 

 Soluation=New_Soluation 

 Old_              =New_              

 End If 

 Step 6.2.5: Let i=i+1 

 Step 6.3: Let T=T*Alpha 

Step 7: End. 

Figure - 2 Algorithm of Optimal CPU Tasks Scheduling Method Based on Simulated 

Annealing Algorithm. 

In Figure 2, the input of the algorithm is a set of N jobs. On the other hand, the output will be 

the same set of N jobs, but after arranging them in a queue according to their sequence (which 

means their role) in implementation within the operating system. In these two queues, the 

index number of these queues represents the job entrance sequence in the queue which 

represents the job’s arrival time, where the element's value of the queue represents the job’s 

execution time. (See Figure 3). 
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Figure 3-The Structure of the queue-jobs and solution queue. 

 

Based on the SA algorithm; initially, these jobs are randomly arranged. After the jobs are 

randomly arranged, they will be initially considered as an initial set of jobs. Therefore, the 

total old and the new Optimal Waiting Time will be calculated for every job in the Queue-

Jobs of each test based on three criteria; the job’s execution time (which represent the 

element's value of the queue), the job’s arrival time (which represent The Job Entrance 

Sequence in The Queue), and the penalty that will be imposed on the job based on the job’s 

arrival time (see equation 2). 

Optimal W            |∑                     
 
   |…………… (2) 

 In equation 1,           represents the job’s execution time, where i represents the Job 

Entrance Sequence in The Queue Jobs. Finally,          represents the penalty value that is 

added to the total value of each job’s waiting time. The penalty value of each job will be 

assigned starting from 0 for the first job (Job with sequence 1) considering that no penalty is 

given to the first job in the queue because it is the first job entered into the queue. The value 

of the assigned penalty will gradually increase whenever the job’s arrival time is late. The role 

of the penalty is to provide a balance between the characteristics of the two methods First-

Come First-Served (FCFS), and Shortest Job First (SJF) in terms of choosing which job will 

be implemented first by the operating system. 

It also starts with an initial temperature T = 1.0. The temperature T will be reduced at the end 

of each iteration and before the next iteration by using Temperature Reduction Function 

Alpha, where the initial value of Alpha is 0.9 to control the temperature decreasing process as 

it is shown in equation 3. 

T=T * Alpha                            ………...(3) 
Starting at the initial temperature value, the processes will be looped through decreasing the 

temperature according to alpha. These loops will be stopped when the termination condition is 

reached. The termination condition is the acceptable temperature threshold (Until T < T-min). 

For each iteration, the neighbourhood of solutions pick one of the New_Solution and calculate 

the Acceptance_Probability for the New_Solution using equation 4. Then according to a 

Random_Number value which is created for this purpose, the New_Solution will be accepted 

if the Acceptance_Probability is greater than the Random_Number value. Otherwise, the 

The Job Entrance Sequence in The Queue 

Which Represents the Jobs’ Arrival Time. 

V1 V2 V3 V4 vN 

I=1 i=2 I=3 I=4 I=N 

Element's Value of The Queue 

Represents the Job Execution Time 
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New_solution should be rejected. Thus, the New_Solution will be accepted if it has a shorter 

waiting time compared to the Old_Soluation. 

                        
                                                 

 ………( ) 
4. RESULTS AND ANALYSIS  

The results were analyzed via quantitative and qualitative evaluations. One hundred tests have 

been used in this analysis. Each test has 100 random jobs, the randomness come from 

assigning a random job’s arrival time as well as a random job’s execution time for the 100 

jobs of each test. The proposed schedule algorithm was evaluated by finding the Optimization 

Ratio of the job’s waiting time gained via using the proposed scheduling algorithm for each 

test. The Optimization Ratio of the job’s waiting time reflects the ability of the proposed 

algorithm in terms of reducing the total jobs waiting time for each test. Thus, the proposed 

scheduling algorithm should be an optimization algorithm that balance the two mentioned 

criteria’s, which are job’s arrival time and job’s execution time. The Optimization Ratio OR 

for the job’s waiting time was calculated via equation 5 where, the average of 100 jobs per 

each test was calculated via equation 6.  

   
  

  
                                    ……… . . ……… . ( ) 

 Where:  

OR is the Optimization Ratio for the job’s waiting time for each job in each test. 

Fw is the Optimal Waiting Time of each job in the final solution. 

Iw is the Optimal Waiting Time of each job in the initial solution. 

          
∑    
   
   

   
                         ……………( ) 

 Where:  

          is the average optimization ratio of the Job’s waiting time for each test. 

In equation 5, both Fw and Iw was calculated using equation 2. Equation 5 calculates the 

Optimization Ratio OR for the job’s waiting time for the random initial solution and the final 

solution resulted one from the proposed scheduling algorithm. Finally, equation 6 calculated 

the Average Optimization Ratio for the Job’s waiting time of each job of the 100 tests (see 

Figure 4). 

 

 
Figure 4-The Average Optimization Ratio for Job’s Waiting time of the 100 Tests. 
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      As shown in Figure 4, it can be noticed that from the 100 tests, 59 tests have a high 

optimization ratio for job’s waiting time (90%-100%). While 14 tests with Optimization Ratio  

for job’s waiting time in the range of 80%-90%. In addition, the Optimization Ratio for the 

job’s waiting time for the rest 27 tests is less than 80%.  

Also in Figure 4, the Optimization Ratio of the job’s waiting time for the mentioned 27 tests is 

relatively small because the random job’s sequence in which the proposed schedule algorithm 

initially starts with a waiting time ratio close to or equal to the optimal value of the job’s 

waiting time ratio. Thus, the remaining optimization ratio of the job’s waiting time needs to 

reach the highest value was small or none, before the proposed schedule algorithm needed to 

stop it's work due to one of the termination conditions. This explains the low optimization 

rates of the job’s waiting time that appeared in Figures 4 and 5. 

 

 
Figure  5-Frequency Distribution for Optimization Ratio of the 100 Tests. 

 

5. QUANTITATIVE AND QUALITATIVE COMPARISONS 

The comparisons made in this section will depend on the percentage at which the waiting time 

is reduced for each job in each test. The number of tests was 100. The waiting time for a 

specific job will be calculated based on the sum of the execution time for all the jobs that 

precede it (see equation 4). 

              ∑               

   

   

………( ) 

 Where: i > 1 because there are no jobs to wait for by the first job. 

                is the waiting time that is needed to execute the ith job. 

                            is the execution time of the jth job. 

To evaluate the capabilities of the proposed algorithm to reduce the waiting time of the jobs, 

the 100 tests have been compared with FCFS and SJF methods according to the percentage of 

reducing the waiting time by the proposed algorithm. It is clear that the proposed algorithm 

has a positive effect on reducing the waiting time. Since the percentage of reducing the 
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average waiting time for jobs compared with the FCFS, and SIJ algorithms are 45.5%, and 

54.5% respectively (see Figure 6). That means, the proposed algorithm achieved its main 

goal, which is reducing the waiting time of the jobs by balancing among the characteristic of 

the FCFS and SJF. It is worth mentioning that these jobs are standing in the queue of jobs to 

be implemented by the operating system. 

 

 
Figure 6-The Average of Waiting Time Reduction of The Proposed Method Comparing with 

Both FCFS and SJF Methods. 

 

6. CONCLUSION 

In this paper, the technique of combining the advantages of the FCFS algorithms and the SJF 

algorithm was used. Thus, the proposed algorithm become a balancing algorithm between the 

above two algorithms. The proposed algorithm has the advantage of executing the job 

according to the time it enters the queue in conjunction with the feature of executing the task 

with the shortest jobs. Accordingly, there is a clear reduction in the average waiting time by 

45.5% according to the FCFS algorithm and 54.5% according to the SJF algorithm. Thus, it is 

indicating that the proposed algorithm successfully balanced between both algorithms and 

achieving the shortest waiting time for jobs. It is concluded from this, that the proposed 

algorithm achieves the main research’s goal for which this algorithm has been developed. 
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