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Abstract

Clustering is an unsupervised learning method that classified data according to
similarity probabilities. DBScan as a high-quality algorithm has been introduced for
clustering spatial data due to its ability to remove noise (outlier) and constructing
arbitrarily shapes. However, it has a problem in determining a suitable value of Eps
parameter. This paper proposes a new clustering method, termed as DBScanBAT,
that it optimizes DBScan algorithm by BAT algorithm. The proposed method
automatically sets the DBScan parameters (Eps) and finds the optimal value for it.
The results of the proposed DBScanBAT automatically generates near original
number of clusters better than DBScanPSO and original DBScan. Furthermore, the
proposed method has the ability to generate high quality clusters with minimum
entropy [ 0.2752, 0.4291] in TR11 and TR12 datasets.
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1. Introduction

Data clustering is a familiar data mining method that provides affective result in many
areas. It is the grouping of the objects in the datasets into clusters according to the similarity
between these objects. Many clustering algorithms have been proposed in literature and these
algorithms are classified into supervised and unsupervised methods. A supervised method
needs to determine the number of the clusters as initial value. Example of this type is K-
means [1]. While unsupervised methods are not required to specify the number of the clusters
at the start, for example, Density Based Spatial Clustering of Application with noise
(DBScan) [2].

DBScan was proposed by Ester et al. [2, 3] and is a well-known clustering algorithm in
scientific literature. It requires two important parameters as initial values; the radius of a
neighborhood (Eps) and the minimum number of points required for constructing a dense
cluster (MinPts). DBScan operates by determining the starting point not visited previously.
The neighborhood of this point is collected and if it includes a large number of points, a
cluster is initiated; otherwise, this point is classified as noise point [4]. DBScan has significant
advantages such as its ability to discover clusters; it does not need to determine the number of
clusters and being able to process huge datasets. However, the original DBScan has difficulty
in determining the optimal radius of a neighborhood (Eps) value. Hence, a modification on
original DBScan is needed to automatically obtain the optimal Eps [5]. The pseudo code for
DBScan is shown in Figure 1.

- Input dataset (DS), distance function (D),
the radius of a neighborhood (eps),
the minimum number of points (minPts).
- Initiate number of cluster C=0.
Stepl: For i= 1 to n (n size of dataset) {
Step2: Neighbors N = RangeQuery(DS, D, i, eps)

Step3: If N < minPts then

Step4: Label(i) = noise }

Step5: C=C+1

Stepé6: Label(i) =C

Step7: Seed setS=N\{i}

Step8: for each pointjin S {

Step9: if label(j) = Noise then label(j) = C

Stepl0: Neighbors N = RangeQuery(DS, D, j, eps)
Stepl1: if [N| > minPts then {

Stepl2: S=SUN } }}

Figure 1: Pseudo Code of Density Based Spatial Clustering (DBScan) [2].

In this paper, a new method is proposed to optimize DBScan using the Bat algorithm to
automatically set the optimal Eps value with different datasets. Bat Algorithm (BA) is a well-
known meta-heuristic algorithm. It was first introduced by Xin-Shin Yang [6]. In previous
studies [7, 8, 9, and 10], the Bat algorithm was proven successful in finding the global
optimization value. Bat is using echolocation to sense distance. Every bat has its own position
(X)), a velocity (Vj), a loudness (A), a pulse rate (r), and a frequency (Fj) that exemplify the
objective function. When the Bat searches for its prey, it moves randomly and changes its
position, velocity, and frequency. The following equations (1, 2, and 3) show how to calculate
the new position, new velocity, and new frequency [6].
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Fj=Fmin+(Fmax-Fmin) 3 (1)
Vjt=Vjt-1 + (Xjt - X*) Fj (2)
Xjt= Xjt-1 + Vjt 3)

Where: B is a random number between 0 and 1. X* is best position (best solution) among
all bats. The Pseudo-code of Bat algorithm is shown in Figure 2.

Input:
- Determine the number of Bats (n).
- Randomly, determine the initialized position (X,,).
- Randomly, determine the initialized velocity (V,).
- Determine the frequencies Fn, pulse rate r, loudness A.
Process:
- Evaluate each Bat and find best.
Stepl: While not stopping criterion do
Step2: Forj=1tondo
Step3: Generate new solution by adjusting frequency,
update velocity,
and update position using Equations 1, 2, and 3

Step4: If (rand >r)
Step5: Generate a solution around the best solution
Stepé6: End if
Step7: If (rand<A & F(Xj) < F(X*))
Step8: Replace the current solution with new solution
Step9: Replace the current fitness with new fitness
Step10: End if
Stepl11: End while

Output:

- Return the best solution.

Figure 2: Pseudo Code of basic Bat algorithm [6].

The rest of the paper is organized as follows: Section 2 includes a brief explanation of
related work. Section 3 introduces the proposed method. The results are presented in Section
4, while the conclusion is given in Section 5.

2. Related Work

The density based clustering algorithm is depended on “the idea that objects which
form a dense region should be grouped into one cluster” [2]. It utilizes a fixed threshold value
to distinguish high density regions from low density regions.

DBScan has considerable benefit in the clustering such as not requiring a pre-
determination of the number of clusters, and dealings with large datasets. Despite of this
advantage, DBScan still needs parameters setting the same as other clustering algorithm [ 11].
Various values of DBScan parameters (Eps and MinPts) will produce different clustering
results in the same dataset. Further, in literature there does not exist any theoretical guidance
for setting the parameters (Eps and MinPts), where the selection of DBScan parameters is
usually based on many experimental attempts (i.e., trials). Since the performance of DBScan
clustering is sensitive to the parameters (Eps and MinPts), it is required to set them
previously.

To address this problem, different studies were conducted previously. Lai et al. [11]
proposed improved MVO algorithm to optimize DBScan for searching the range of Eps.
Rahmah, and Sitanggang [5] determination of Eps value in DBSCAN algorithm was also a
solution suggested, where the researchers modified the DBscan algorithm using Euclidean
distance for each pair of data. Then, the k-nearest neighbor search was used to determine the
optimal Eps value. The researchers used a search algorithm that finds the minimum values of

5574



Ghathwan and Mohammed Iragi Journal of Science, 2022, Vol. 63, No. 12, pp: 5572-5580

distance to nearest three and sort distance ascending and plot each value to find Eps that
corresponds to critical changes in a carve.

Ozkok and Celik [12] and, Wang et al. [13] proposed to use k-list to automatically determine
Eps’ value. Birant, and Kut [2] present improved DBSCAN that can detect noise in various
density data, can cluster spatial data, and can cluster the border objects. Shen et al. [14]
introduced a time super pixel algorithm using DBScan, where the DBSCAN was employed to
cluster pixels with color similarity. Due to its outperformance, it is considered the state-of the
art method in accuracy and efficiency.

Tran, Drab, and Daszykowski [15] proposed a modification of the DBSCAN algorithm to
detect the border object of adjustment clusters. The revised DBSCAN outperformed the
original algorithm. Chehreghani, Abolhassani, and Chehreghani [4] suggested an
improvement to DBSCAN for hierarchal clustering of web pages. It was based on three
phases; the distance calculation, the extraction stage (where each distance is examined to find
the effectiveness on the clustering), and the combination stage, where the researchers used
improved single and average linkage method. The results show good generated clusters with
high quality.

In [16], Karami and Johansson proposed to utilize a binary differential evolution

algorithm to optimize the DBScan parameters (Eps) and find the interval of Eps. Guan et al.
[17] introduced a new method that's based on using Particle Swarm Optimization (PSO) with
DBScan to solve the problem of a difficult set of two critical parameters of DBScan. Latifi-
Pakdehi and Daneshpour [18] proposed a hierarchical clustering to generate a number of
values to improve the Eps parameter. Valarmathy, and Krishnaveni [19] used K-distance
graph method to develop a new model to select Eps and MinPts automatically as well as to
increase the speed of the process.
To our knowledge, there is no method in previous studies that utilize Bat algorithm to
optimize the parameters of DBScan. The improved Harmony search algorithm (HS) was also
used to optimize DBSCAN, when KDBSCAN combined with HS to optimize the clustering
parameters Eps and MinPts [20]. Chin et al. [21], proposed the use of DBSCAN as a Self-
Adaptive DBSCAN-based method for solving a problem with wafer bin map such as the noise
point detection of wafer maps (DBSCANWBM).

3. Proposed Method (DBScanBAT)

This paper introduces a new clustering method based on DBScan and Bat algorithm, called
DBScanBAT, to automatically discover the optimal value of Eps. Figure 3 shows the process
of the proposed DBScanBAT

Data Collection
o

A 4
Similarity
A 4
Histogram Calculation
A 4

Epsilon Determination
v
Initial Clusters Construction and

v

Clusters Construction using Bat
\ 4

Find Optimal Eps with best clusters

Figure 3: The process of the proposed DBScanBAT.
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3.1 Data Collection

In this paper, benchmark datasets from TREC collection from Cluto toolkit [22], named
TR11 and TR12 were used ( shown in table 1 ). In these two datasets, the TR11 dataset
contained 414 web pages and nine clusters with 6429 words. The TR12 dataset contained 313
web pages, eight classes and the number of words was 5804. The maximum number of webs
in a class was 132 in TR11 dataset and 93 in TR12 dataset, While the Minimum number of
webs in class 6 in TR11 and 9 in TR12.

Table 1: Description of TR11and TR12 datasets

Number of Minimum Maximum
Number of

words

Number of web

Dataset clusters number of webs number of webs
(classes) in class in class

pages

TR11
TR12

3.2 Similarity Calculation
The next step in the process of DBScanBAT is a similarity calculation between the web
pages. The cosine similarity is applied to measure the similarity [23]. The cosine similarity is
shown in equation 4.
Cosine — Similarity (Di, Dj) = X2, ;=,(Di * Dj) 4)

3.3 Histogram Calculation
The third step in the proposed DBScanBAT algorithm is the histogram calculation, where,
each row of dataset of web pages bins the element into 10 equally spaced containers and
returns the number of elements in each container. Figure 4 shows the matrix created after this
step.
val(:,:,1)=
0] 6.0000 0 0 0 0 0 0 0] 1.0000
0] 01829 | 03044 | 04259 | 0.5474 | 0.6689 | 0.7905 | 0.9120 | 1.0335 | 1.1550

<
o
=
N
T

0 8.0000 1.0000 0 0 0 0 0 0 1.0000
0 0.1777 0.2957 0.4136 0.5316 0.6495 0.7675 0.8854 1.0034 1.1213

0 | 34.0000 4.0000 0 0 0 0 0 0 1.0000
0 0.0891 0.1476 0.2061 0.2646 0.3231 0.3816 0.4401 1.4986 0.5571

Figure 4: The matrix of histogram

3.4 Epsilon Determination

The initial parameter values (Eps) of DBScan be determined based on the matrix of
histogram, where, the value that has the maximum number of elements in each container is
assigned to Eps. Therefore, a matrix of Eps is constructed.

3.5 Initial Clusters Construction and Evaluation

In this step, from each value in the matrix of Eps, the clusters are constructed using
DBScan algorithm. The minimum number of points required for constructing a dense cluster
(MinPts) is set to (10). After that, the created clusters are evaluated using the performance
metric entropy [24], shown in equation 5.
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K
Hj * |Cluster]| (%)
Entropy = Z —

Z|(Pknc| i N G
G Gl
Where, K means number of clusters, CN output cluster, @is known class.

(6)

3.6 Clusters Construction using Bat Algorithm

In this step, the Bat algorithm is used. The entropy values that were collected from the
previous step are assigned as frequencies of Bat algorithm and the best Eps that generated
clusters of lower entropy is assigned as best position of BAT algorithm. The Pseudo code of
the proposed DBScan with BAT algorithm is shown in Figure 5.

Input:
- Determine the number of Bats (n).
- Determine the initialized position (X,) which equal to matrix of Eps.
- Randomly, determine the initialized velocity (V,).
- Determine the frequencies Fn which equal to matrix of Entropy.
- Determine the pulse rate r, loudness A.
Process:

Evaluate each Bat and find best.

Stepl: While not stopping criterion do

Step2: Forj=1tondo

Step3: Generate new solution by adjusting frequency,

update velocity,
update position using Equations 1, 2, and 3

Step4: If (rand >r)
Step5: Generate a solution around the best solution
Stepé6: End if
Step7: If (rand<A & F(Xj) < F(X*))
Step8: Replace the current solution with new solution
Replace the current fitness with new fitness
Step9: End if
Step10:End while
Output:

- Return the best solution (best Eps with lower Entropv).

Figure 5: The Pseudo code of proposed DBScan with BAT algorithm

4. The Results

In this paper, the proposed DBScanBAT method is evaluated by comparing it to the
DBScanPSO and the original DBScan algorithm using entropy metric. The parameters setting
of the Bat and PSO algorithm are presented in Table 2.

Table 2: Parameters setting of Bat and PSO algorithms

Bat algorithm Setting Values PSO algorithm Setting Values
Parameters Names Parameters Names

Number of iterations Number of iterations

0.25 w 0.72
0.5 C1, C2 1.49
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Experiments were conducted in MATLAB R2018b. Table 3 demonstrates the Eps value and
entropy results of all methods; DBScanBAT, DBScanPSO and DBScan.

As shown in Table 3 and Figure 6, in TR11 dataset, DBScanBAT algorithm automatically
generates five clusters, Eps value is (0.1793) with lower entropy value (0.2752). While,
DBScanPSO algorithm generates a number of clusters, i.e., 5, Eps value is (0.1868) with
lower entropy (0.2752). DBScan algorithm generates several clusters (3) far from the original
dataset, Eps value is (0.1744) with an entropy value (0.8920). Concluding from this,
DBScanBAT algorithm has better entropy compared with the original DBScan algorithm.

Table 3: The Results of DbScanBat, DbScanPSO and DbScan Algorithms
Dataset Methods No. of cluster Best Eps Entropy

TR11 DBScanBAT 5 0.1793 0.2752
DBScanPSO 5 0.1868 0.2752

DBScan 3 0.1744 0.8920

DBScanBAT 4 0.1803 0.42901

DBScanPSO 3 0.1661 0.4140

DBScan 4 0.1700 0.7936

In addition, in TR12 dataset and Figure 6, DBScanBAT algorithm automatically produces
a better number of clusters (4) compared to DBScanPSO algorithm that generates (3). Despite
of the entropy of DBScanPSO (0.4140) being lower than proposed DBScanBAT. Also, the
Eps value is (0.1803) generated by proposing DBScanBAT algorithm with smaller entropy
value (0.4291) compared with the entropy value of DBScan algorithm which is (0.7936).

0.8
0.6
0.4
0.2

Entropy

DBScanBAT DBScanPSO DBScan
mTR11 0.2752 0.2752 0.892
mTR12 0.4291 0.414 0.7936

Figure 6: Entropy values of DBScanBAT, DBScanPSO and DBScan algorithms

It is observed that the proposed DBScanBAT algorithm generates best Entropy value.
Lower entropy means best clustering result. Therefore, the best Eps value is generated by
DBScanBAT algorithm.

5. Conclusion

In this study, a new method is proposed by combining Bat algorithm with DBScan
clustering method. The aim of this paper was to determine the best parameter of DBScan
(Eps) that can lead to generating good clusters with high quality. Previous studies
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demonstrated that Bat algorithm has the ability to find the optimal solution. The proposed
method firstly fond the Eps value using the histogram, then created the clusters and evaluated
these clusters using entropy.

The evaluation values were assigned to Bat algorithm as the initial value of frequencies.
DBScanBAT algorithm has better entropy compared with the original DBScan algorithm.
Experimental results demonstrate that the proposed method is given best result compareed
with the original DBScan algorithm. Moreover, the results show the proposed method has the
ability to create high quality clusters with minimum entropy [0.2752, 0.4291] in TR11 and
TR12 datasets.
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