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Abstract

The topic of modulus of smoothness still gets the interest of many researchers
due to its applicable usage in different fields, especially for function approximation.
In this paper, we define a new modulus of smoothness of weighted type. The
properties of our modulus are studied. These properties can be easily used in
different fields, in particular, the functions in the Besov spaces B;, when 0 <p <
1.
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1. Introduction and preliminaries

Moduli of smoothness varies among researchers in their structures, weighted modulus of
smoothness has several uses in function approximation, especially for estimating the degree of
approximation. The most important application of all moduli is their rule in approximating
functions, especially by polynomials or/and neural networks, for more information, see [1]-
[10]. It is not clear when the first weighted moduli of smoothness were introduced, but it is
probably defined first by Ditizian and Totik in their book [1], they were working on linking
the weighted moduli of smoothness to the weighted approximation [2] in weighted spaces
such as [3]. The idea began with defining the weighted norm in [4] and it was followed by the
investigating other weights for spaces and moduli.
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Many versions of moduli of smoothness were defined later, for more details see [5],[6],[7] .
[81, [9], [10],[11], and [12].
In 2007, Jianjun [13] defined the weighted modulus in terms of the classical Jacobi weights

wepx) = (1 —x)*(1 + x)F (1.1)
where € [-1,1],aand f €], , ], isgiven by
( 1 ) If 0 <p< o
——,00
I = p’ ’ Ifp = oo
[0,00) ,

Since 2014, Koputon et al. have made many generalizations to the modulus that is defined
with weights (1.1) in their works [5], [10] and [14]. Their last weighted DT modulus of
smoothness is given by

o, (F0,0),, = suD

T

()A oy F T, . (1.2)

where f € B}, p(x) =V1—x?and a,8 €],k €N.
On the other hand, the generalized Jacobi weight is a good choice for usage in our work.
The generalized Jacobi weight, for > 2, is given by [15] as follows:
M

W(x) = 1_[|x — Zj|/1j , (1.3)
=
where =1 =z; < - <zy =1, € ,.

Definition 1.1: [16]
The L, space for 0 < p < oo is defined as follows:
{f [0,1] = R such that f is measurable and ||f|l, < oo}

where
1/p

b
11l = j I£IP

Definition 1.2: [14]
Let 0 < p < o and for r € Ny , we have

B}, = {f : ”f(r)(pr”p < oo}.
is the Besove space.

Definition 1.3: [14]

Forke No,h>0,x €[-1,1],aninterval Jand f:] » R, let
k

k i kh , kh
MK (f %)) = Zo(l)(‘” fle-g+m)  yxzge
l otherwise,

be the kth symmetric difference, and let AX(f,x) = AX(f, x, [-1,1]) .

By eq.(1.3), we define our new weights as follows:

Definition 1.4: Fork € N,h > 0,M = 2,¢0(x) = V1 —x2,Aj € J,,x € (—1,1), we have:
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(1.4)

So we define our new weighted modulus of smoothness is given as follows:

Definition 1.5: For € B}, , the generalized Jacobian weighted modulus of smoothness is
defined as follows:

wkr(f(r) 5) = sup ” h(x)Aﬁw(x)(f(r)'x)”p , (1.5)
where

Ds={x| 1-6p(x)/M = |x|} \ {£1}

Remark 1.1
eNote that, when & = 0, the improved generalized Jacobi weight eq.(1.4) returns to the
generalized Jacobi weight eq.(1.3).
e Moreover, when § = 0, M = 2, eq. (1.4) returns to eq. ( ( the classical Jacobi weight ).

olf | = {a, B}, with M = 2, eq.(1.4) returns to eq.(1.2), so we conclude a general case of
eq.(1.4).

For the proofs of equivalence to K-functional, we can be helped by the following averaged
moduli of smoothness,

Definition 1.6
Letk € N,reNy,0<p<1 andfe By,
1/p
* p
Wy (F7,8), = f j (W, (A oy F T, 20| dxdr |,
0 Din
It is clear that by Definition 1 5, Definition 1.6 and Lemma2.3.(ii)
(f(r) S)aﬁp < wkr(f(r) S)aﬁ,p ,0>0 (1.6)
Definition 1.7 [14]
Letk € N,reNy,1<p<wandf e B,
t z
@ (F7.9) j j |w(X)AT<p(X)(f(r)'x)|p dxdt
~T+t*
t* —1+At* %
. j j | QOB oy (F, 2)| dxcl
1/p
t*f f | GO BE oy (F D, )| dxedu |
1-At*

where t* = 2k?t?, Alis constant and w = wg g

The functional modulus of smoothness is important to our theorems, it can be used to
show the relation among moduli. It can be also used in proofing properties of the new
modulus and for the function approximation.
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Definition 1.8 : [14]
Fork € N,r € Ny and € Bj(wgp) ,0 <p < oo, we define

K08, = it {loape (0 =g, + 8 wage™g)]

To have a closer look to the modulus of smoothness, we give the following example for the
modulus of smoothness with General Jacobian Weight of a function on B}, [—1,1]

Examplel.9.

Let f(x) = x? + 1,M = 3 be the general Jacobian weight W(SJ (x). It can be estimated
with J = {1,1,1}, and taking the maximum value of h as § so that the modulus of smoothness
of order k = 2 of f is as follows:

W () = sup W) (08 (1)

1 Al
5m+ 6%x(1 —x*) . _@> (26%(1

|

<x3 —6J(1 —x2)x?% +

3 3 27
21
—x%))dx
1
SV1I—x%  &%x(1—x?
S.f x3 =81 —x?)x? + a + x( x)—x
3 3
21
3
5 (T=%
-H 27x_)>(262(1—x2))dx

263/(1 — x2?) B 263x2 /(1 — x?2)
3 3

1 3
= f (2x362(1 — x%)) — 28%x2(1 —x?)z +
-1

26%x(1 — x?)? 1
+ (3 ) _ 2x6% + 2x368° —ﬁ(265(1 - x2)2/(1 —xz)) dx

T _571'5

— _ 83 _
=39 216
2. Auxiliary lemmas
Here, some general properties of Jacobi weight (1.1) are given, for more details see [10],
these properties are useful to our work

Lemma 2.1:
Kopotun [10 ] studied the properties of ¢ in his set {x|1—3dp(x)/2 = |x|}\ {1},
by using some similar steps, we get the following:
i 1-x)<2(1—-w)and (1+x)<2(1+uw), if u € [Mmin{0,x}, max{0,x}],
ii. ex) <) ,if|lul<|x|<1 ,u € [min{0,x}, max{0,x}]and x € Dy,
iii.  &|@(x)] < 1forx € Dg,
iv. If y(x) =x+8,0(x)/2 and |6;] < & then > < y’(x) < 2 forall x € D,
V. If 51 > 52 then D‘Sl C @52 .
The following lemma relates our improved generalized Jacobi weight W that is given in
(1.3) to the classical Jacobi weight (1.1).

-
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Lemma 2.2:

I. Waj(x) < o(u) forx e Dgandu € [—I | — &p(x) ,|x |+&plv(1x)],

ii. W(x)< ox) forx € Ds,

ii. @M < MMW/ (x) forx € Ds.

Proof :

1) From Lemma 2.1 (ii), we have

2 2 Sp(x) M Sp(x) 24j

0?*(W) — W) = ¢? (Ixl +222) - [IL, |x — 2 — 222
_ 859 (x) M 8| 2Y
- () s -
>0 ,VX € Dé‘ .

The proof of (ii) is a special case of (i) when u = x.

i) Letzj € I, = [z_y,z], then

Since 1+ |x| > |x — z| , but for M > 2, we have
1+ |x| < M]|x — z| and 1—|x| < M|x — z]
So that
5o ()|’

P*(x) < M? |x — z; — o

6 X
ﬂw <x><an - 20"

2

6<p(x)

P < MM]_[| g

eM(x) < MMW5 (x).
More properties are proved in the next lemma, we get an equivalence between Wsj and wy g

Lemma23: Forx € Ds , a,B €], and=2:
W] (x) < M**+Fly, 5(x) and
i wgp(x) < M'“'*'mwg(x).

Proof :
i) Let 4j = {a,p,0,0,0,0,0,...}, then

5o (x)
ng(x) = 1_[ X=zj——p—
j=1
Sp(0)|* sp(0)|B
S L P
B
<le—1- 20 1 - 5"’;1")

1o S 1 e

Sp(x) Sp(x)
= wuo (¥ =) wop (x -7
< M'“'wa,o(x)Mm'wO,ﬁ(x)

= M'“'Hﬁ'waﬂ(x) .
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i) wa,ﬁ(x) = wa,O(x)wO,ﬁ (%)

= M|“|+|B|W6](x) _
Now, we begin studying the properties of our improved generalized weighted modulus of
smoothness (1.5) in the following lemmas:

Lemma 2.4:
Letk € N,T€EN,,0<p<1,f,g€By thenforall § > 0, we have the following:

i wf (f0+90,8) <c(wf,(F0.8) +wf(97,8) ),
i wkr(f(” 5), < @ k)||f(”||

i, wp,(F" >,5) < wp(fM,8) fors<48
iv. a),(gr(f(r),(?) <c ||wa,ﬁf(r)||

v. W, (F7,v8) < (1 + 1l (F,5),
Proof :
) w,(gr(f(r) + g(r)"s)p - Sup0<h<5llwkh(x)A <P(x)(f(r) + g(” X)“
- sup ||th(x)(Ah¢(x)f(T) + Ahw(x)g(r):x))”p
By quasi-triangle inequality of ||-||p ,when 0 <p < 1wehave:
wl‘gr(f(r) + g(r)’(g)p
sc (Og;gg Wi G B0 F P 0|+ su§5||w,{h(x)A§¢(x)(g<r>,x)||p)

=c (a)kr(f(r) 6) +a)‘p (g(r) 5) )

||)wkr(f(r) 6) = SUP ||W (x)Ahw(x)(f(r)' )”Lp(kah)

sup ] %(x)Z( ) (=1t <x+( —%)h(p(@)
k K p N p
NN S g prcore s+ (5ot

=0 Dkh

c (k) [If ]

1
p /p

1/p

IA

Ly (®kn)

i) Since W](x) Is monotone non-decreasing with respect to &, then

w0y (f,8), = sup Wih ()8 r F 7, 0|
< sup'|| h(x)A (p(x)(f(r) x)||
0<h<é

= ol (f,6),

W) 6f, (F7,8), = sup [k (77,0
from (ii) and Lemma 5.3_(i) we get :
0er(F7,8) < ¢ [lwapf Tl

Ly (Dgh)
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v) Noting that yé < &, v comes immediately from (iii)
wf (f0,18), <0l (F0,6), < (1 + ke, (F7,75),
The most important property of any modulus is its convergence to zero, so we prove that
in the next lemma,

Lemma 2.5:
Ifr € Np,0<p<1landf €B,,thenlimg_,+ a),(gr(f(r),d)p =

Proof:
If e > 0 then § > 0 such that

€ p
") f P dx < (=——
ﬁ—l.l]\balw / | (Zk + 2)
Set

9D (x) = {f(r)(x) ,  ifx 6.1)5
0 , otherwise
Since g™ € Lp[—1,1], 3 8, > 0 such that

wf (97,6) <=, 0<8<8
For each h > 0, we have
||1)th(x)A (p(x)(f x) ||

sc (”th(x)Ah(p(x)(g )'x) ||p + ||ngh(x)A;(up(x)(f(r) - g(r)’x) ||p>

=¢ (“A;(l(p(x)(g(r)’x) ”p + ”ngh(x)ﬂﬁw(x)(f(r) - 9T, x) ”p)

IA

c ( + 350(9) (Jo, W [FO @+ (1= E) hp@) — gD+ (i = £) oo dx)%>

From Lemma 2.2 (i) and letting u(x) =x + (i—%) ho(x), we get from M > 2 and
monotonicity of ¢ that:

”th(x)A <p(x)(f ) ”

<ol 54 2OV (e (=0 ) (o 1= ) o)

i=0 kh
1

@ +<_ k)h |pd D
g7’ (x i o 1) X

1

k
k
<c(5+2 Z; l (f (o @] - g" @) du)
k 1
€ k € €
<e[5 22 O reoror) <5 =
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Then the proof is done.

Kopotun [10] proved the following property for 1 < p < oo, later Sharba et al. proved the
same property for0 <p <1 in[9].

Lemma 2.6: [10] [ 9]

Let0 <p <ocand €N, , ifg € By*! then

le”g®]l,, < o
forany y = Osuchthat y >r — 1.

Lemma 2.7:
Letk € N,7r €Ny, 0<p<o,if f € B, thenfor§ = 2/k

wkr(f(r) Z/k) = a)kr(f(r) 6)

Lemma 2.8
Ifk € N,r€Ny,a,f €J,, 0<p<ooand f € B}, then
w?;k(f(r)ﬁ)waM < c(k,r,a, B (fT, C(k)6) ,0 <68 < ck)
Proof:
For 0 < p < 1, by Definition 1.6 and 1.7 we have
- 1
*k p
917 0), g = f | loap@om oty (F, )] dxar
—1+t*
1
1 t* —1+At" P
g p
Tl T
t* 1/p
+ f ] |0a s ()P OBE ey (F P, )| dxdu
0 1-At*
Now, by Lemma 2.3 (ii) and Lemma 2.2(iii) we get:
1 t 1-t* %
* ] p
w(pk(f(r)’6)wa,3(x)(pr(x),p = C(k’ T d,ﬁ) ?f f |th(x)Al‘;<P(x)(f(r)'x)| dxdt
0 —1+t*
1
t* —1+At" P
+ f f (W, 0B oy (F 7, %)|” dxdu
kh o(x)
1/p

+ j j |th(x)A'lIi(p(x)(f(r) x)| dxdu

1-At*
So, we obtaln that:

w;;,k(f(”,a)waﬁ <cl,r,aBwr(f0, c(k)6)
Lemma 2.9 [14]
Ifk € N,reNyap E]p,1<p<ooandfe B” , then
L Ko (f, 6wy < cwd(f,8)wyp » 0<8<6
Il K,fr(f(r),Sk)a‘ﬁ’p < ||wa,ﬁgorf(r)||p < o0,
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We note that because of lemma 2.3, the last lemma is also valid for 0 < p < 1.
3. Main results
In this section, we discuss the relationship between our General Jacobian Weighted
Modulus of Smoothness and the K-functional of Koputon [14]. This relation is very important
and useful to improve the degree of the best approximation in terms of our above modulus.
Theorem 3.1 :
Let 0 <p<landifk € N,reNgy,f € B}, thenfor0< § <2/k
c(k,r,p)Ke, (f7,8%) < w0 (f7,6) < wf, (f7,6) < cllr,p)Ke,(f7,6%) .
The upper estimate in Theorem 3.1 :
Ifk e Ny reNy,0<p<1landf € B, then
wer(f0,8), < etk r, )KL (FT,8%)  ,vE>0
Proof:
By Lemma 2.8 and monotonicity of K-functional, we suppose that § > 2/k and take
g € Byt' ,sowegetg € By from Lemma 2.7, wherever:

Wl (F0,8), < wf,(f ~g,8) +wf,(a7,5),

Let 0 <h <6 and y; :=x+(i—%)h(p(x) for0<i<kand M > 2. From Lemma
2.1(ii), we get y,(x) = 1/2 for x € Dy

For0<p<1
Wy, v (f0—g® 5) = SUP ”th(yl)A (p(x)(f(r) -g™, x)||
= N »
S f Z(i)wk]h(yi)(f(r)(yi)_g(r)(yi)) dx
Osh= Dyp 11=0

Since W/, (y) < M1®*1Fly, 5(y) fory € [ &P(x),x +6"’T(x)] and0 <6 <2

We get:
w0, (f0 = g0,8) <
14

k
k ) p
MieHPL sup Z(l) j PP )P P )WE ;) [fP ) — 9P )| dx
0=h=d 1759 Dieh
k p

= M8l sup

sup sup [o " 0)I[l0” O 0as ) [F ) = 9P G|

0<i<k

S

= c@ 0|0 wap(f ~ g™’
To estimate the second term w? (9", 6)p by using the identity

MM
AR(f ,x) = f ff(")(x+u1+---+uk)du1 ey
h h
M M

we have

@i (97:0), = S8 W OB 07,
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he  he
M M
= sup Wk]h f f gET (x + uy + o+ uy) dy, - dy,
0<h<é _h_(p _h_(p
M M Ly (®kn)
By lemma 2.3(i), we get
(‘)k r(g(r) 6) <
he ho
M M
MI+IBl syp f f (wa g™ ) (x + uy+... +u) dy, ... dy,
0<h<é __40 _h_(p
M M Ly (Dkn)
For each u that satisfies —1 < x + u — h‘p(x) <x+4u+ h‘p(x) < 1, we have
he
™M
f (wa,ﬁg(k”))(x +u+wy) dy,
ho
A
x+u+h7(p
= [ oM@ @ (0apg ) (@) da
x+u—hﬁ¢
k+r (k+71) —(k+1)
<Ml 0apg N, im0 N, cacunn)
_ —(k k k
= M (supscatesnlo™ 107 00pg 7, )
where
ho(x ho(x
Alx,u) = [x+u— Q?V([ ) X +u+ ¢(x)
To complete the proof we have
14
e sy | k f J .l Dl g, by ) i
0<hs<é$ Ujiuy..
kh
< C(k,T,p)”(pk"'rwa,ﬁg(k*'r)”
So
Wf,(F0,6) < Wf,(F7 —g,6) +0f,(g7,5)
< ¢ (Jwape™(F — gD + 6% g0t g®) ).
The lower estimate in Theorem 3.1
Let 0 <p<landifk € N rENO,fE B}, then
K,fr(f(r),S")a’B‘ < caph(f@, 5), < cw"’ (™, 5), (3.1)

Proof :
By Lemma 2.9(I) with weight « = w, z@" and Lemma 2.8, we obtain ,for0 <p <1,

K., 0 = Ko (FO09),, < o (£0,6)
<co(f0,cs), 0<8<c).
Hence, we have

wa,gPT D wWa,pP" P
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K,fr(f@,(sk)m by = cw,’;f‘;(f(ﬂ,c(k)@)p , 0<8<ck), (3.2)

Now we assume that 0 < 6§ <2/ , and let M = max{1,c;,2/kc(k)} then from (3.2) we
obtain

LAY . c(k)é i
Kzip,r(f(r)"sk)a,g,p < MKy, (f(r), (M) ) ) < cwy? (f(r),T> < col(F0,5),
a’ ’p

p
then by (1.6) we get

cw;f’;(f(r), 6)p < cw,(gr(f(r),S)p .
Conclusions and Future Work

The importance of moduli of smoothness pushes us to make improvements to the
existing moduli, so that a new generalized moduli of smoothness is defined which is related to
the very important tool, namely, the Jacobian weight. Further, a new defined Jacobian weight
in a very general form is introduced. So in future work, this modulus can be used to
approximate functions by applicable tools such as neural networks with a degree of
approximation in terms of modulus of smoothness.
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