Shaheen and Taher Iragi Journal of Science, 2023, Vol. 64, No. 6, pp: 2973-2981
DOI: 10.24996/ijs.2023.64.6.25

/-\_/

/.‘*'«1(/1
Journal of
Science

o ~—
ISSN: 0067-2904

Triple I' —=Homomorphisms and Bi - I -Derivations on Jordan T —algebra

Rajaa C. Shaheen, Hasan R. Taher*
Department of Mathematics, , College of Education, University of Al-Qadisiyah, Al-Qadisiyah, Iraq

Received: 23/3/2022 Accepted: 18/9/2022 Published: 30/6/2023

Abstract

In this paper, we introduce the concept of Jordan I' —algebra, special Jordan I' —
algebra and triple I' ~homomorphisms. We also introduce Bi - I' —derivations and
Annihilator of Jordan T' —algebra. Finally, we study the triple I' -homomorphisms
and Bi - I' —derivations on Jordan I' —algebra.
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1. Introduction

In [1], Jordon studied quantum mechanics, he introduced the concept of Jordon algebra.
Recall that a Jordan algebra 3 being an algebra over field F satisfies
(Duov =vouforalluv €3,
(ii)(u? ov)ou = u? o (uov),u? =uou forallu,v €.
In [ 2,3], Albert developed a successful structure theory on all fields from zero property and
renamed them Jordan algebras. It is called perfectif Jo I = J, see [4].
In [5], Jacobson introduced the concept of Jordan module as follows: A Jordan module is a
system that consists of a Jordan algebra 3, vector space V' and two compositions a.b and
b.a forallainV and b in 33 where bi-linear check the following
1)au = ua,
2)(ua)(boc) + (ub)(ce a) + (uc)(ae b) = (u(be c))a + (u(cea))b + (u(aco
b))c,
3) (((wa)b)c) + (((uc)b)a + u(aeo co b) = (ua)(bo c) + (ub)(cea) + (uc)(ac
b),
In [6], Hoque defined a centralizer as follows:
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An additive mapping 8: 3 — 3, is called a centralizer if
d(xoy)=x8(y)forallx,y €3.
In [7], Zhou introduced the concept of triple homomorphism as follows:

Let Q and Q, be Lie algebras on an abelian ring R . An R-linear mapping f: Q —» Q4
It is named a triple homomorphism of Q to Q, if f([x, [y, z]]) = [{(x), [f(y),{(z)]] for all
x,y,z € Q. Similarly, triple homomorphisms can be defined in Jordanian algebra.
In [8 ], Oztiirk et.al. introduced the concept of bi—derivation on the Gamma ring as follows :
LetD(.,.): M x M — M be a bi-additive map which is called a bi-derivation if satisfy :
D(xay,z) = D(x,z)ay + xaD(y,z)
forallx,y,zeManda € .
In [9], Rezaei and Davvaz introduced the concept of I'-algebra as follows: Let V be a vector
space on a field F. V is said to be a I'-algebra on F if there is a binary operation ( product ) on
V., :VXT XV >V such that (b,o,c) > aab,a€ I',r € F which satisfies the
following conditions :
1) aa(b+c) =aab +aac, (b+c)aa = baa+ caa
2) a(a+B )b =aab + afb
3) (ra)ab = r(aab) = aa(rb)

The I'-algebra V is commutative or abelian if aab=baa,Va,be V,aeTl and V is
associative if aa(bBc)= (aab)Bc,Va,b,c € V,reF,a B €T .
In this paper, we introduce the concept of Jordan I" —algebra, triple I' -homomorphism and Bi -
' —derivation on Jordan I'-algebra. We also give some results about its on Jordan T -algebra.
For more details, see [10,11,12,13].
We will write triple I' -homomorphism with the symbol (t. '-hom.) and JordanI'-algebra with
the symbol 3 . I'-algebras

2. Triple r'-homomorphism on Jordan I'-algebra
In this section, we give a definition of Jordan Gamma algebra and study the concept of triple
homomorphism on it.

Definition 2.1:-
A 3 .I'-algebras 3 of real vector space V with a bi—linear productmap .V X I' XV =V,
where Y (u, @, v) = uav satisfying the commutative law and the 3. " —identity :
uav = vau (commutative law),
(uAuav) fu = udua(vBu) (Jordan I'-identity).
u,v €3, A4aBET

Definition 2.2:-
Let 3,,3, be Jordan I' —algebras on over field F. Alinearmapf: 3; — 3,
is called a triple '~-homomorphism of J; to 3, if f(x of (y of 2)) = f(x) o (f(¥) of f(2))V
X,V,Z € 3.
Suppose that f is (t. ' —hom.) from J; to I, where 3, and 3, are J . '-algebras.
Define A,y (32) as follows:

Apns(32) ={a €3, / a or f(x) =0, forallx € J;}, wherex o y = 2 (xay + yax)

Lemma 2.3:-
Suppose J; is a perfect Jordan I'-algebra over F and f is (t. '-hom.) from J; to 3, that

satisfies Ay, (I2) = {0}, where 3, be arbitrary 3. I'-algebra over F . There is F —linear map
lpf .31 - 32 such that for all x € Sl with
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X = Yier(X1; or X)) Where x5, x2; € I, Yr(X) = Xier(§(x10) or §(x20)).
Proof
It is sufficient to prove that Y.;¢;(f(xy;) o f(x5;)) is independent of the expression of x.
Assume that x = Y/ (xq; o x2;) = ZjEH(xlj °r x2j)
Let Q = Xie/(§Cc10) or §(x2:)) ) Q= Xjen(§(x1;) or {(x2))).
For any z € J;, we have
£(2) o (9 ='0) = £2) o () (ECuae) or fx2)) = ) (K(x5) or §0x2,))),
iel jEH
= §(2) or Qier(f(x11) or §(x2:)) — {(2) o ZjeH(f(xu) or f(XZJ)))
=Xier(f(2) op (§(x1;) or f(x2:)) — ZjeH(f(Z) or (f(xu) °r f(ij)

= Z §(z op (x4 op x3;) — Z §(zor (xlj °r x2j))

i€l jEH

=f(zor (Z(xu’ or X2;)) — §(z or (z(xn °r ij))-
i€l jeEH
=f(zorx) —f(zor x) = 0.
Thus, we have
Q—0=0,i.e.Q="Q.The proof is completed.

Theorem 2.4:-

Assume that 3, is a perfect 3 .I'-algebra on F and f is (t. ' —hom.) from J;to J, that
satisfies Apnr(J2) = {0}. where 3, be arbitrary I .I'-algebra on F. Then f(xax) =
fx)af(x) or f(xax) = —f(x)af(x) forallx €J,;,a €T.

Proof
For any,y € J;, we have
f((xax) or y) of £(x) = Py((xax) or y) o x) = Pp(xax) oy (y o X)) =
f(xax) or f(y or x)
On the other hand,

f(xax) or y) or f(x) = () or fx)) or f(y)) or f(x) = (f(X) or f(X)) °r (f(Y) °r f(X))
then, we have

f(xax) o f(y or x) = (f(x) °r f(x)) °r (f(Y) °r f(x))-

Especially, take x = y, then we have
f(xax)af(xax) = (f(x) or f(x))a(f(x) o f(x))
Which implies that
f(xax) = f(x)af(x) or f(xax) = —f(x)af(x).

Corollary 2.5:-

Suppose that 3, be perfect 3. I'-algebra on F and fis (t. ' ~hom.) 3, to J, that satisfies
Anns(32) = {0} where 3, be an arbitrary J. I'-algebra on . Hence fis a homo. if and only
if f(xax) = f(x)af(x), Vx €3, , a € 'when char F # 2

Proof:
Assume that fisa I" — hom. Hence, for any x,y € J,, we have

f(xory) =f(x) or f() .

Especially, take x = y, we have
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fCrax) = §(x) o f(x) = {(x)af(x)
Now, suppose that
f(xax) = f(x)af(x) , forallx € 3; ,a € T.
Replace x by x + y where € 3, . So we have
f((x +y)alx+y)) =f(x +y) or f(x + ),

f(xax) + 2f(x or y) + f(yay) = §(x) or f(y) + 2f(x) or f(y) + §(¥) or f(»),
Since char F # 2, we have
f(x or y) = f(x) or f(y),

Therefore, fis a hom.

Definition 2.6:-

Assume that 3, , 3, are 3. I'-algebraon F and .3, = 3, is (t. ' —hom.) then { is called a
special (t.T -hom.). if f(3; )=0 , where I, denotes all elements of type
(xory)orz.x,y,z Esl' . .

It is obvious that every (t. ' -hom.) {.3; = T, satisfies (3; ) €I, . Thus, we have (t. T —
hom) f.3; — 3, by restricting ftoJ; .

Theorem 2.7:-

Let 3,3, be 3. I'-algebraon F.
1) Up to a special (t. ' —hom.) any (t. T ~hom.) f from J; to I, can be extended from unique
(t.T —hom.)of S, 105, .
2) If 3 is perfect, then there is no non-zero distinct (t. I —hom.) of J; to J, where J, is an
arbitrary 3. I'-algebra.

Proof
1- Assume that f; , f,are two (t.T' -hom.) from f; to f, such that f1' = fZ' let f=£ —f
then we have

f(31 ) = (f1 - fz)(31 ) = (f1 - fz )(?51 ) =0
This means that f'is a special (t. ' -hom.).
2 Assume that fis a special (t. T —~hom.) from 3, to Sz i.e., (3 ) = 0, where 3, is perfect
,then we get (3;) = £(3; ) =0.
This implies that f is zero homomophism.

3. Bi— I' —derivation on Jordan I' -algebra
In this section, we shall study the concept of Bi— I —derivation on Jordan I" —algebra. First,
we shall introduce the definition of 3. I' -module as follows:

Definition 3.1: -

A 3. I' —module be a system Consists of aJ.I" —algebra J, vector space V and two
compositions a.bandb.a forainV and b inJ such that they are bi-linear and the following
conditions are satisfied

1) aau = uaa,

2)(uaa)B(borc) + (uab)B(ceor a) + (uac)B(aer b) = (ua(ber c))Ba +

(ua(ceor a))pb + (ua(aor b))pc,

3)((uaa)Bb)bc) + (((uac)Bb)ba + ua(aor cor b) = (uaa)B(beor c) +
(uab)B(cor a) + (uac)B(a o b).
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Definition 3.2:-

Let S be § I'-algebra on fieldF where M a S - I'- module, which is a subset S of § , the
collection A4,,,M(S) ={v € M:Sa v = 0}
Now, we shall introduce the definition of Bi- I'- derivation on Jordan I' —algebra as follows

Definition 3.3:-
A bi- I'- derivation from a § . I'-algebra 3 on I'-moduleM being abilinearly
mapping ¥ : I X3 — M such that the following conditions are satisfied
(l) l,b (X °r y,a,z) =X al/) (y'Z) + yat/) (X,Z),
(DY xayeorz)=yap(xz) + zap(xy).
If ¥ satisfies
Y (x,a,y) =Y (y,a,x),Vx,y € S,a€
then v is called a symmetric bi- I'-derivation.
If ¥ satisfies
Y (x,a,y) = —p(y,a, x), Vx,y € J,a€ I', then p is called a skew-symmetric
bi- I'-derivation.

Definition 3.4:-
An associatively I' — algebra B with the multiplication defined by
x op y = 1(xay + yax) makesup a3 .I-algebra, which is referred to B*. This type from

Jordan algebras is called the distinct J . I'-algebra.

Lemma3.5:-
Let B anassociative I'-algebra where B*acorresponding distinct 3. I"'-algebra where u o

v = %(uav + vau),forallu,v € B,a,BET.

Suppose that : B X I' X B = B, is bi— I" —Derivation on B then v is bi— I" —Derivation on
B*.

Proof : Vu,v,z € B*

Y(uov,B,z) = 1/)(% (uav + vau), 3,z)

Y(uov,B,z) = l/)(%UO(V + %VO(U, B,z)

= %lp(uav, B,z) + %lp(vau, B,z)

=~ (Y, B, 2)av + uah(v, B,2)) + 5 WPV, B,Dau + voih(u,B,2))

= %(lp(u, B,z)av +vay(u,B,z)) + %(uou/)(v, B,z) + Y(v,B,z)au
=1,l)(u, B,Z) °r Vv + uor lp(V, B,Z)

Similarly, we have

l»b(uuglvof Z) = lp(u'ﬁ'v) °r Z + Veor ¢(u,ﬁ,z).

Corollary 3.6:-
Let B be an acommutative anassociative I'-algebra where 1 asymmetric bi— I'-derivation
on B satisfies
Y(uav,B,z) = zayp (u,B,v),vuv,z€ B,a,BET
, then
Y(uor v,B,2) = zop P (u,B,v),Vu,v,z€ BT, a,BET

Proof :For all u,v,z € B* we have
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Yuepv,B,z)= 19 (2l (uav + vau), B, z)

= (;uav + —vau, B, z)
= lep (uav,B,z) + le/J(V(Xu, B.2)
= ~zay (uBv) + 5 zay (v,B,u)

1

=5 zop (u,B,v) + 211/) (u,B,v)az
=zor P (uBv).

Definition 3.7:-

A 3 —module M of I.I" —algebra § who be referring to Cent(M) as a linearly mapping .
S —> M, refer Cent(M) if forall x,y €5,
§ (xory) = xa 5(y).

Theorem 3.8:-
Let § be perfect 5. I'-algebra on Fwhere M is S-T' —module checking
A M(3) = {0} . Let :3 x ' x I —» M be asymmetric bi—I" —derivation and y belong on
cent(M). Thus, the equivalence of the following equations is achieved.
Y(w,a,uerv) = woap(u,v).Vuv,w € J @
zad(xop y) = xa8(y oy z) + yad(Xor z) .VX,V,Z € F oo 2)

Proof:

Suppose that ¥:3 x I' X I — M is asymmetric bi—I" —derivation checking (1). Defining
5 :I — M as a linearly mapping by

S(xory) =y(x,a,y),Vxy € 3

Suppose Y.; x; or y; = 0then we have

0=v@aXixior ¥i ) = Xipwx;or yi)

= iuap(x; or y;i ) = ua( L (x;,yi))

Since 4,,M(3) = {0}, X;¥(x;,,y;) =0

Hence ¢ is well-define

Yu,v€EJ,suppose v = Y,;x; or y; then we have

lp(u' a, 17) = lnb(u'z:ixi °r yl)

= Y a,x;ory;) = Xjuap(x;or y;)

=iuad(x;ory) = ua(X;6(x;or y;)

=uad(X;x; or yi) = uad(v).

Thenwe have §(x o y) = Y(x, a,y) = xay(y).

This implies that § € cent (M) .

Forall x,y,z €3.

zad(x ory) = zap(x,o,y) = P(xor y,a,z)

=xay(y,a,z) + yop(x,a,z)

=xa8(y oy z) + yad(x oy z)

This means that § satisfies (2)

Now, we assume that & belongs to cent(M) and satisfying (2). And define : I xI'x 3 - M
is being a bi—linearly mapping by ¥ (x, @, y) = 6(x o y), forall x,y,z € 3.
Y& or y,,2) =8((xor y) or z2) = 8(zor (xor y)) = zad (xor y)
=xa8(y or z) + yad(xor z) = xap(y,z) +yap(Xeor z)

Hence, ¥ is symmetric bi—I" —derivation satisfying (1)

Corollary 3.9:-
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If 3 is perfect 3.I" —algebra and checks that A4,,(3) = {0}. Hence, all symmetric
bi—I" —derivation ¥ on  satisfies (Dis of the from ¥ (u,a,v) = 8(uop v) , Where§ €
cent(3) such (2) satisfies.

Remark 3.10:-

Assume that § a J.I'—algebra, clear that Y. 3 X I' X S - 4,,,(3) with (3, a,F) = 0
be a symmetric bi—I"-derivation over 3 and call it trivial bi—derivation .
Let ¥ :IXI' X3 — 3 be an optional symmetric bi—I' —derivation for all u,v € 3,z €
Ann(3) , we have got
0 =yY(zerua,v)=zopP(u,a,v)+ uep Y(zor v) =ucrP(z,a,v). Hence,
P(2(3),3) € Ann(3) .
As aresult, setting I =3 / A, (), then we can define a symmetric bi—I" —derivation
P:IXxTxFT-T
By
¥ @a,
u u

v) = Y(u,a,v) where
+ A (J) eI for €3.

Lemma 3.11:- ~

Let 3 be a 3. I'-algebra be trivial bi—I" —derivation over 3. The map ¥ — i be 1—1 map
of symmetric bi—I'-derivation satisfying (1) over S of symmetric bi—I'-derivation checking
(Dover 3 .

Proof

Assume 1, 1, be symmetric bi—I" —derivation on I such that ; =1, ,thenyp =1, —
1, is asymmetric bi—I" —derivation on 3 . since p; = ¥, then
P (3) =92 (3)
Subsequently L L
Vi) =) =9p1 Q)= QB) =91 ) — ¥ (3) = 0,
Which implies
Y1 (3) = P2 (J) € 4nn(J)
LeY(S,a,3) S A,,(T3) moreover, we have

P(3a.3) = P(3,a,303) =IJoy(3,a,3) = 0

So, Y is atrivial bi—I" —derivationon ¥ .

Definition 3.12

let 3 be a J. I'-algebra . A special bi—I"-derivation be a symmetric bi—I'-derivation
Y3 X I — J such that
1) ¥(E,3) =0
2) P(3,3) € Ay (I).
Every symmetric bi —I"'-derivation
PY.J X J — J satisfying

YW, xor ¥)= xop Y, y)+ yor YUx) €I ... (3)

Forallu,x,y € 3.
Thus, we have a symmetric bi—I'-derivation
YIS XT'xJ - I byrestricting p over 3 xI'x §

Lemma 3.13

2979



Shaheen and Taher Iragi Journal of Science, 2023, Vol. 64, No. 6, pp: 2973-2981

Let 3 is J.I-algebra where satisfies 4,,,(3) = {0}

1) Up to a specific bi—I" —derivation , all symmetric bi—I" —derivation 1 satisfying (1) on 3
is an extension from a single symmetry bi—I" — derivation checking (1) over J .

2) if I is perfect, then 3 has no non zero distinct bi—I" —derivation.

Proof

1) Let v, v, be bi—I" — derivation on J satisfy

Y1 =1, -S?t lpf Y1 — 1y then , , ] ] ’ ,

PE&,a3) = W1 —¥2)P.a3) = W1 —P, )B,a3) =0

Takeu,y € 3 in(3), then we have

yor Y(u,a,x) = 0,Vx € S,y,u €

Le. P(3,a,F) € Anny(I).

Hence, i is a distinct bi—derivation over 3

2) Suppose that i is a distinct bi—I" —derivation over 3. From proof (1), one can get
YE&a,I) € Apg(3) -

Since J is perfect and satisfies A,,(3) = {0}, can be P(3J, a,3) = 0.

Suppose thaty # 0, x;, x, € J such that

Y(xy,x) = Z1; #0.

Since 4,,,,(J) = {0}, we can see x; € J such that

X3 op Zi;, = Z # 0.

Let Y(xy,x3) = Z13, Y(x3,%3) = Zy3.
Then we have

0 = Y1 op x3,a,%) = X op P(x3,a,%3) + X300 P(X1,Q,%3) =
Xy 0p Zoz ¥ Z oo (1)
0= Y0 of X3,@,x3) = X1 o YP(Xz,4,%3) + Xz 00 P(x1,a,x3) =
X1 op Zyz +Xy0p Ziz . (2)
0= Yl or x3,a,%) = X3 op P(x3,a,%) + x3°0 P(x3, %) =
Xp0r Z13 + Z eiei v e e . (3)
From (1), we get
Xy op Ly +Z =0 =>xq0p Zy3 =—7
From (2), we obtained
X1 o ZapztxX0r Z13=0 = X1 o Zyz3=—xy0°p Z33
From (3)
Xpop Ziz +Z=0 =xy0p Z13 =—Z
We deduce that
Z = —xy°r Zyz = Xp°opr 213 = —Z,

Which is a contradiction. Therefore, y = 0.

Conclusions:

The concept of Jordan I —algebra, special Jordan I" —algebra and triple I' -homomorphisms
are introduced and studied. In addition, Bi - I" —derivations and Annihilator of Jordan I'-algebra
are introduced and discussed. Finally, many results of these concepts are obtained.
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