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Abstract  

     In this paper, we introduce the concept of Jordan Γ –algebra, special Jordan Γ –

algebra and triple Γ –homomorphisms. We also introduce Bi - Γ –derivations and 

Annihilator of Jordan  Γ −algebra. Finally, we study the triple Γ –homomorphisms 

and Bi - Γ –derivations on Jordan  Γ −algebra. 
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على جوردان كاما الجبرا تشاكلات كاما الثلاثية واشتقاقات كاما الثنائية   

 
 رجاء جفات شاهين, حسن رمزي طاهر*

 قسم الرياضيات , كلية التربية, جامعة  القادسية , القادسية , العراق 

 
  الخلاصة 

كذلك  الثلاثية واشتقاقات كاما الثنائية و في هذا البحث ،قدمنا مفهوم جوردان كاما الجبرا ،تشاكلات كاما        
 درسنا اشتقاقات كاما الثلاثية واشتقاقات كاما الثنائية على جوردان كاما الجبرا  .

 
1. Introduction 

     In [1], Jordon studied quantum mechanics, he introduced the concept of Jordon algebra. 

Recall that a Jordan algebra ℑ being an algebra over field ℱ satisfies   

(i) 𝑢 ∘  𝑣 =  𝑣 ∘  𝑢 for all 𝑢, 𝑣 ∈ ℑ, 
(ii) (𝑢2  ∘  𝑣) ∘ 𝑢 =  𝑢2  ∘  (𝑢 ∘ 𝑣), 𝑢2  =  𝑢 ∘  𝑢  for all 𝑢, 𝑣 ∈ ℑ. 
In [ 2,3], Albert developed a successful structure theory on all fields from zero property and 

renamed them Jordan algebras. It is called perfect if  ℑ ∘  ℑ =  ℑ,  see [4]. 

In [5], Jacobson introduced the concept of Jordan module as follows: A Jordan module is a 

system that consists of  a Jordan algebra ℑ, vector space 𝑉  and two compositions   𝑎. 𝑏  and 

𝑏. 𝑎   for all 𝑎 in V  and 𝑏   in ℑ where   bi-linear check the following 

 1) 𝑎𝑢 =  𝑢𝑎 , 
2)(𝑢𝑎)(𝑏 ∘ 𝑐)  +  (𝑢𝑏)(𝑐 ∘  𝑎)  +  (𝑢𝑐)(𝑎 ∘  𝑏)  =  (𝑢(𝑏 ∘  𝑐))𝑎 +  (𝑢(𝑐 ∘ 𝑎))𝑏 + (𝑢(𝑎 ∘
𝑏))𝑐 , 
3) (((𝑢𝑎)𝑏)𝑐)  +  (((𝑢𝑐)𝑏)𝑎 +  𝑢(𝑎 ∘  𝑐 ∘  𝑏)  =  (𝑢𝑎)(𝑏 ∘  𝑐)  +  (𝑢𝑏)(𝑐 ∘ 𝑎)  +  (𝑢𝑐)(𝑎 ∘
𝑏), 
In [6], Hoque defined a centralizer as follows: 
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An additive mapping 𝛅։ ℑ → ℑ, is called a centralizer if  

𝛿 (𝑥 ∘ 𝑦) = 𝑥𝛿(𝑦) for all 𝑥, 𝑦 ∈ ℑ. 
 In [7], Zhou introduced the concept of triple homomorphism as follows: 

       Let ῼ  and  ῼ1  be Lie algebras on an abelian ring R . An R-linear mapping ᶂ ∶ ῼ →  ῼ1  

It is named a triple homomorphism of ῼ to ῼ1  if  ᶂ([x, [y, z]]) = [ᶂ(x), [f(y), ᶂ(z)]] for all 

x, y, z ∈  ῼ . Similarly, triple homomorphisms can be defined in  Jordanian algebra. 

 In [8 ], Öztürk et.al. introduced the concept of bi−derivation on the Gamma ring as follows :  

Let 𝐷(. , . ) ∶  𝑀 ×  𝑀 →  𝑀  be a bi-additive map which is called  a bi-derivation if satisfy : 

𝐷(𝑥𝛼𝑦, 𝑧)  =  𝐷(𝑥, 𝑧)𝛼𝑦 +  𝑥𝛼𝐷(𝑦, 𝑧)  

for all x, y, z ∈ M and α ∈ 𝛤 . 

In [9], Rezaei and Davvaz introduced the concept of  Γ–algebra as follows: Let 𝑉 be a  vector 

space on a field ℱ. 𝑉 is said to be a Γ–algebra on ℱ if there is a binary operation ( product ) on 

𝑉 ,. : V ×  Γ ×  V →  V  such that ( b , α, c ) → a α b, α ∈  Γ , 𝑟 ∈ ℱ which satisfies the 

following conditions ։  
1 )  a  α ( b +  c )  =  a α b +  a α c ,  ( b +  c )α a =   b α a +   c α a  
2)    a ( α + β  ) b =  a αb +  a β b 

3 )   (ra)αb = r(aαb) = aα(rb)  

 

      The 𝛤–algebra V is commutative or abelian if a α b = b α a , ∀ a , b ∈  V, α ∈ Γ  and 𝑉 is 

associative if  𝑎𝛼( 𝑏 𝛽 𝑐 ) =  ( 𝑎 𝛼𝑏 )𝛽 𝑐 , ∀𝑎 , 𝑏 , 𝑐 ∈  𝑉, 𝑟 ∈ ℱ, 𝛼, 𝛽 ∈  𝛤  . 
In this paper, we introduce the concept of Jordan Γ –algebra, triple Γ –homomorphism and Bi -

 Γ –derivation on Jordan 𝛤–algebra. We also give some results about its on Jordan  Γ -algebra. 

For more details, see [10,11,12,13]. 
We will write triple Γ –homomorphism with the symbol (t. Γ–hom.) and JordanΓ–algebra with 

the symbol ℑ . 𝛤–algebras  

. 

2. Triple 𝜞–homomorphism on Jordan 𝜞–algebra  

     In this section, we give a definition of Jordan Gamma algebra and study the concept of triple 

homomorphism on it. 

 

Definition 2.1:- 

     A ℑ . 𝛤–algebras ℑ of real vector space 𝑉 with a bi−linear product map ։𝑉 ×  𝛤 × 𝑉 → 𝑉 , 

where 𝜓(𝑢, 𝛼, 𝑣) = 𝑢𝛼𝑣  satisfying the commutative law and the ℑ. 𝛤 −identity ։ 
         𝑢𝛼𝑣 = 𝑣𝛼𝑢                               (commutative law), 

        (𝑢𝜆𝑢𝛼𝑣) 𝛽𝑢 =  𝑢𝜆𝑢𝛼(𝑣𝛽𝑢)     (Jordan Γ-identity). 

𝑢 , 𝑣 ∈ ℑ , 𝜆, 𝛼, 𝛽 ∈ 𝛤 

 

Definition 2.2:- 

      Let ℑ1 , ℑ2 be Jordan 𝛤 −algebras on over field ℱ.  A linear map ᶂ ∶ ℑ1 →  ℑ2 

 is called a triple 𝛤–homomorphism of ℑ1  to ℑ2 if  ᶂ(𝑥 ∘𝛤 (𝑦 ∘𝛤 𝑧)) = ᶂ(𝑥) ∘𝛤 (ᶂ(𝑦) ∘𝛤 ᶂ(𝑧))∀ 

x, y, z ∈  ℑ1 . 

Suppose that ᶂ is (t. Γ –hom.) from ℑ1  𝑡𝑜 ℑ2 where ℑ1 and ℑ2 are ℑ . 𝛤–algebras. 

Define 𝐴𝑛𝑛ᶂ (ℑ2) as follows: 

 𝐴𝑛𝑛ᶂ (ℑ2) = {𝑎 ∈ ℑ2 ⁄  𝑎 ∘𝛤  ᶂ(𝑥) = 0 , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 ∈ ℑ1},  where 𝑥 ∘𝛤  𝑦 =  1

2
 (𝑥𝛼𝑦 +  𝑦𝛼𝑥)  

 

Lemma 2.3:- 

     Suppose ℑ1 
is a perfect Jordan 𝛤–algebra over ℱ and ᶂ is (t. Γ–hom.)   from ℑ1 𝑡𝑜 ℑ2 that 

satisfies 𝐴𝑛𝑛𝑓 (ℑ2) = {0} , where ℑ2 be arbitrary ℑ. 𝛤–algebra over ℱ . There is ℱ –linear map  

𝜓𝑓։ℑ1 → ℑ2 such that for all  𝑥 ∈ ℑ1 with  
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 x = ∑ (𝑥1𝑖 ∘𝛤 𝑥2𝑖)𝑖∈𝐼       where 𝑥1𝑖 , 𝑥2𝑖 ∈ ℑ1,  𝜓𝑓(x) = ∑ (ᶂ(𝑥1𝑖) ∘𝛤 ᶂ(𝑥2𝑖)𝑖∈𝐼 ).  

Proof  

It is sufficient to prove that  ∑ (ᶂ(𝑥1𝑖) ∘𝛤 ᶂ(𝑥2𝑖)𝑖∈𝐼 )  is independent of the expression of x.  

Assume that x = ∑ (𝑥1𝑖 ∘𝛤 𝑥2𝑖)𝑖∈𝐼 = ∑ (𝑥1𝑗 ∘𝛤 𝑥2𝑗)𝑗∈𝐻  

Let ῼ = ∑ (ᶂ(𝑥1𝑖) ∘𝛤 ᶂ(𝑥2𝑖)𝑖∈𝐼 ) , Ώ = ∑ (ᶂ(𝑥1𝑗) ∘𝛤 ᶂ(𝑥2𝑗)𝑗∈𝐻 ). 

For any 𝑧 ∈ ℑ1, we have  

ᶂ(𝑧) ∘𝛤 (ῼ − Ώ) = ᶂ(𝑧) ∘𝛤 (∑(ᶂ(𝑥1𝑖) ∘𝛤 ᶂ(𝑥2𝑖)

𝑖∈𝐼

) − ∑(ᶂ(𝑥1𝑗) ∘𝛤 ᶂ(𝑥2𝑗)

𝑗∈𝐻

)). 

= ᶂ(𝑧) ∘𝛤 (∑ (ᶂ(𝑥1𝑖) ∘𝛤 ᶂ(𝑥2𝑖)𝑖∈𝐼 ) − ᶂ(𝑧) ∘𝛤 ∑ (ᶂ(𝑥1𝑗) ∘𝛤 ᶂ(𝑥2𝑗)𝑗∈𝐻 ))  

=∑ (ᶂ(𝑧) ∘𝛤 (ᶂ(𝑥1𝑖) ∘𝛤 ᶂ(𝑥2𝑖)𝑖∈𝐼 ) − ∑ (ᶂ(𝑧) ∘𝛤 (ᶂ(𝑥1𝑗) ∘𝛤 ᶂ(𝑥2𝑗)𝑗∈𝐻  

=  ∑ ᶂ(𝑧 ∘𝛤 (

𝑖∈𝐼

𝑥1𝑖 ∘𝛤 𝑥2𝑖) − ∑ ᶂ(𝑧 ∘𝛤 

𝑗∈𝐻

(𝑥1𝑗 ∘𝛤 𝑥2𝑗)) 

 

= ᶂ(𝑧 ∘𝛤 ( ∑(𝑥1𝑖 ∘𝛤 𝑥2𝑖)

𝑖∈𝐼

) − ᶂ(𝑧 ∘𝛤 (∑(𝑥1𝑗 ∘𝛤 𝑥2𝑗)

𝑗∈𝐻

). 

= ᶂ(𝑧 ∘𝛤 𝑥) − ᶂ(𝑧 ∘𝛤 𝑥) = 0. 
Thus, we have 

ῼ − Ώ = 0 , 𝑖. 𝑒. ῼ = Ώ . The proof is completed. 

 

Theorem 2.4:- 

     Assume that ℑ1 is a perfect ℑ . 𝛤–algebra on ℱ and ᶂ is (t. Γ –hom.) from ℑ1to ℑ2  that 

satisfies 𝐴𝑛𝑛𝑓( ℑ2 ) = {0}. where ℑ2 be arbitrary ℑ . 𝛤–algebra  on ℱ. Then ᶂ(𝑥𝛼𝑥) =

ᶂ(x)𝛼ᶂ(𝑥) or  ᶂ(𝑥𝛼𝑥) = −ᶂ(𝑥)𝛼ᶂ(𝑥)   𝑓𝑜𝑟 𝑎𝑙𝑙 𝑥 ∈ ℑ1 , 𝛼 ∈ 𝛤. 
 

Proof  

For any, 𝑦 ∈ ℑ1, we have  

ᶂ((𝑥𝛼𝑥) ∘𝛤 𝑦) ∘𝛤 ᶂ(𝑥) = 𝜓ᶂ((𝑥𝛼𝑥) ∘𝛤 𝑦) ∘𝛤 𝑥) = 𝜓ᶂ(𝑥𝛼𝑥) ∘𝛤 (𝑦 ∘𝛤 𝑥)) =

ᶂ(𝑥𝛼𝑥) ∘𝛤 ᶂ(𝑦 ∘𝛤 𝑥)  

On the other hand, 

ᶂ(𝑥𝛼𝑥) ∘𝛤 𝑦) ∘𝛤 ᶂ(𝑥) = ((ᶂ(x) ∘𝛤 ᶂ(x)) ∘𝛤 ᶂ(y)) ∘𝛤 ᶂ(x) = (ᶂ(x) ∘𝛤 ᶂ(x)) ∘𝛤 (ᶂ(y) ∘𝛤 ᶂ(x)). 

then, we have  

ᶂ(𝑥𝛼𝑥)  ∘𝛤 ᶂ(𝑦 ∘𝛤 𝑥) = (ᶂ(𝑥) ∘𝛤 ᶂ(𝑥)) ∘𝛤 (ᶂ(𝑦) ∘𝛤 ᶂ(𝑥)). 

Especially, take 𝑥 = 𝑦 ,  then we have  

 ᶂ(𝑥𝛼𝑥)𝛼ᶂ(𝑥𝛼𝑥) = (ᶂ(x) ∘𝛤 ᶂ(𝑥))𝛼(ᶂ(𝑥) ∘𝛤 ᶂ(𝑥)) 
Which implies that  

ᶂ(𝑥𝛼𝑥) = ᶂ(𝑥)𝛼ᶂ(𝑥) or ᶂ(𝑥𝛼𝑥) = −ᶂ(𝑥)𝛼ᶂ(𝑥). 

 

Corollary 2.5:- 

      Suppose that ℑ1 be perfect ℑ. 𝛤–algebra on ℱ and ᶂ is (t. Γ –hom.) ℑ1 to ℑ2 that satisfies 

𝐴𝑛𝑛𝑓( ℑ2) = {0} where  ℑ2 be an arbitrary ℑ.  𝛤–algebra on ℱ. Hence ᶂ is a homo. if and only 

if ᶂ(𝑥𝛼𝑥) = ᶂ(𝑥)𝛼ᶂ(𝑥),  ∀𝑥 ∈ ℑ1   , 𝛼 ∈ 𝛤when char ℱ ≠ 2 

 

 

Proof: 

Assume that f is a 𝛤 − hom.  Hence, for any 𝑥, 𝑦 ∈ ℑ1, we have  

ᶂ(𝑥 ∘𝛤 𝑦) = ᶂ(𝑥) ∘𝛤 ᶂ(𝑦) . 

Especially, take 𝑥 = 𝑦 , we have  
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ᶂ(𝑥𝛼𝑥) = ᶂ(x) ∘𝛤 ᶂ(x) = ᶂ(𝑥)𝛼ᶂ(𝑥) 

Now, suppose that  
ᶂ(𝑥𝛼𝑥) = ᶂ(𝑥)𝛼ᶂ(𝑥) , for all 𝑥 ∈ ℑ1 , 𝛼 ∈ 𝛤. 
Replace 𝑥 by 𝑥 + 𝑦 where ∈ ℑ1 . So we have 

ᶂ((𝑥 + 𝑦)𝛼(𝑥 + 𝑦)) = ᶂ(𝑥 + 𝑦) ∘𝛤 ᶂ(𝑥 + 𝑦), 
ᶂ(𝑥𝛼𝑥) + 2ᶂ(𝑥 ∘𝛤 𝑦) + ᶂ(𝑦𝛼𝑦) = ᶂ(𝑥) ∘𝛤 ᶂ(𝑦) + 2ᶂ(𝑥) ∘𝛤 ᶂ(𝑦) + ᶂ(𝑦) ∘𝛤 ᶂ(𝑦), 

Since char 𝐹 ≠ 2 , we have  

ᶂ(𝑥 ∘𝛤 𝑦) = ᶂ(𝑥) ∘𝛤 ᶂ(𝑦), 
Therefore, ᶂ is a hom.  

 

Definition 2.6:- 

     Assume that ℑ1 , ℑ2 are ℑ. 𝛤–algebra on ℱ and  ᶂ։ℑ1 → ℑ2 is  (t. Γ –hom.) then ᶂ  is called a 

special (t. Γ –hom.). if f(ℑ1
´´) = 0 , where ℑ1

´´
 denotes all elements of type 

(𝑥 ∘𝛤 𝑦) ∘𝛤 𝑧 .  𝑥, 𝑦, 𝑧 ∈ ℑ1 . 

It is obvious that every (t. Γ –hom.)  ᶂ։ℑ1 →  ℑ2  satisfies (ℑ1
´´) ⊆ ℑ2

´´
 . Thus, we have (t. Γ –

hom.)  ᶂ´։ℑ 1
´´ → ℑ2

´´
 by restricting ᶂ to ℑ1

´´ . 
 

Theorem 2.7:- 

     Let ℑ1 , ℑ2  be ℑ. 𝛤–algebra on ℱ. 

1) Up to a special (t. Γ –hom.)  any (t. Γ –hom.) ᶂ from  ℑ1 to ℑ2  can be extended from unique 

(t. Γ –hom.) of  ℑ 1
´´ to ℑ2

´´
 . 

2) If ℑ1 is perfect, then there is no non-zero distinct (t. Γ –hom.) of ℑ1  to ℑ2  where ℑ2 is an 

arbitrary ℑ. 𝛤–algebra. 

 

Proof 

1– Assume that ᶂ1 , ᶂ2 are two  (t. Γ –hom.) from ᶂ1 𝑡𝑜 ᶂ2  such that ᶂ1
´ = ᶂ2

´
 .let  ᶂ = ᶂ1  − ᶂ2  

then we have  

ᶂ(ℑ1 ´´) = (ᶂ1  − ᶂ2 )(ℑ1 ´´) = (ᶂ1
´ − ᶂ2

´)(ℑ1
´´) = 0 

This means that ᶂ is a special (t. Γ –hom.). 

2– Assume that ᶂ is a special (t. Γ –hom.) from ℑ1  to ℑ2 i.e. , 𝑓(ℑ1 ´´) = 0, where  ℑ1  is perfect 

, then we get   f(ℑ1) = 𝑓(ℑ1
´´) =0. 

This implies that ᶂ is zero homomophism. 

  

3. Bi− 𝜞 −derivation on Jordan 𝜞 –algebra 

     In this section, we shall study the concept of Bi− 𝛤 −derivation on Jordan 𝛤 –algebra. First, 

we shall introduce the definition of ℑ. 𝛤 –module as follows: 

 

Definition 3.1։ - 
      A ℑ. 𝛤 −module be a system Consists of a ℑ. 𝛤 −algebra ℑ, vector space 𝑉  and two 

compositions   𝑎 . 𝑏 and 𝑏 . 𝑎  for a in 𝑉  𝑎𝑛𝑑 𝑏 in ℑ such that they  are bi-linear and the following 

conditions are satisfied 

 1) 𝑎𝛼𝑢 =  𝑢𝛼𝑎 , 
2)(𝑢𝛼𝑎)𝛽(𝑏 ∘𝛤 𝑐)  +  (𝑢𝛼𝑏)𝛽(𝑐 ∘𝛤  𝑎)  +  (𝑢𝛼𝑐)𝛽(𝑎 ∘𝛤  𝑏)  =  (𝑢𝛼(𝑏 ∘𝛤  𝑐))𝛽𝑎 +
 (𝑢𝛼(𝑐 ∘𝛤 𝑎))𝛽𝑏 +  (𝑢𝛼(𝑎 ∘𝛤 𝑏))𝛽𝑐 , 
3)(((𝑢𝛼𝑎)𝛽𝑏)ʎ𝑐)  +  (((𝑢𝛼𝑐)𝛽𝑏)ʎ𝑎 +  𝑢𝛼(𝑎 ∘𝛤  𝑐 ∘𝛤  𝑏) =  (𝑢𝛼𝑎)𝛽(𝑏 ∘𝛤  𝑐) +

     (𝑢𝛼𝑏)𝛽(𝑐 ∘𝛤 𝑎) +  (𝑢𝛼𝑐)𝛽(𝑎 ∘𝛤 𝑏). 
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Definition   3.2:- 

      Let ℑ  be ℑ Γ–algebra on fieldℱ where  Ḿ 𝑎 ℑ –  𝛤– module, which is a subset 𝑆 of ℑ  , the 

collection   𝐴𝑛𝑛Ḿ(𝑆) = {𝑣 ∈ Ḿ: 𝑆 𝛼 𝑣 = 0} 

Now, we shall introduce the definition of Bi–  𝛤– derivation on Jordan 𝛤 −algebra as follows  

 

 Definition 3.3:- 

       A bi–  𝛤– derivation from a ℑ . 𝛤–algebra ℑ on 𝛤–moduleḾ being abilinearly 

mapping 𝜓 ∶  ℑ × ℑ →  Ḿ  such that the following conditions are satisfied 

(𝑖) 𝜓 (𝑥 ∘𝛤   𝑦, 𝛼, 𝑧)  =  𝑥 𝛼 𝜓 (𝑦, 𝑧)  +  𝑦 𝛼𝜓 (𝑥, 𝑧),  
(𝑖𝑖) 𝜓 (𝑥, 𝛼, 𝑦 ∘𝛤  𝑧)  =  𝑦 𝛼 𝜓(𝑥, 𝑧)  +  𝑧 𝛼 𝜓(𝑥, 𝑦).  
If 𝛹 satisfies 

𝜓 (𝑥, 𝛼, 𝑦)  =  𝜓 (𝑦, 𝛼, 𝑥), ∀𝑥, 𝑦 ∈  ℑ, 𝛼 ∈  𝛤 
then 𝜓 is called a symmetric bi–  𝛤–derivation. 

If 𝛹 satisfies 

𝜓 (𝑥, 𝛼, 𝑦)  =  −𝜓(𝑦, 𝛼, 𝑥), ∀𝑥, 𝑦 ∈  ℑ,𝛼 ∈  𝛤, then 𝜓 is called a skew-symmetric 

bi–  𝛤–derivation. 

 

Definition 3.4:- 

     An associatively Γ − algebra 𝐵 with the multiplication defined by 

𝑥 ∘𝛤  𝑦 =  1

2
 (𝑥𝛼𝑦 +  𝑦𝛼𝑥) makes up a ℑ . 𝛤–algebra, which is referred to  𝐵+. This type from 

Jordan algebras is called the distinct ℑ . 𝛤–algebra. 

 

Lemma3.5:- 

     Let 𝐵 anassociative 𝛤–algebra where 𝐵+acorresponding  distinct ℑ. 𝛤–algebra where  u ∘

v =  
1

2
(uαv +  vαu), for all u, v ∈ B , α, β ∈ Γ .  

Suppose that  ։ B ×  Γ × B → B , is bi− 𝛤 −Derivation on 𝐵 then 𝜓 is bi− 𝛤 −Derivation on 

 𝐵+. 

 

Proof ։ ∀ u , v , z ∈   B+ 

 𝜓(uov, β, z)  =  𝜓(
1

2
(uαv + vαu), β, z)  

 𝜓(uov, β, z)  =  𝜓(
1

2
uαv +  

1

2
vαu, β, z)  

=
1

2
𝜓(uαv, β, z) + 

1

2
𝜓(vαu, β, z)  

=
1

2
(𝜓(u, β, z)αv +  uα𝜓(v, β, z))  +  

1

2
(𝜓(v, β, z)αu +  vα𝜓(u, β, z))  

=
1

2
(𝜓(u, β, z)αv + vα𝜓(u, β, z))  +  

1

2
(uα𝜓(v, β, z)  +  𝜓(v, β, z)αu  

= 𝜓(u, β, z)  ∘𝛤  v +  u ∘𝛤  𝜓(v, β, z)  
Similarly, we have  

𝜓(𝑢, 𝛽, 𝑣 ∘𝛤  𝑧)  =  𝜓(𝑢, 𝛽, 𝑣) ∘𝛤  𝑧 +  𝑣 ∘𝛤 𝜓(𝑢, 𝛽, 𝑧).  
 

Corollary 3.6:- 

     Let 𝐵 be an acommutative anassociative Γ–algebra where 𝜓 asymmetric bi− Γ–derivation 

on 𝐵 satisfies  

𝜓(uαv, β, z) =  zα 𝜓 (u, β, v), ∀ u, v, z ∈  B , α, β ∈ Γ  
, then 

𝜓(u ∘𝛤  v, β, z)  =  z ∘𝛤  𝜓 (u, β, v) , ∀u, v, z ∈ B+, α, β ∈ Γ  

 
Proof ։For all  u, v, z ∈   B+ we have  
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𝜓(u ∘𝛤 v, β, z) =  𝜓 (
1

2 
(uαv + vαu), β, z)  

= 𝜓 (
1

2 
uαv +

1

2 
vαu, β, z)  

=  
1

2 
 𝜓 (uαv, β, z)  +  

1

2 
𝜓(vαu, β, z)  

=   
1

2 
 zα 𝜓 (u, β, v)  +  

1

2 
 zα 𝜓 (v, β, u)  

= 
1

2 
 zα𝜓 (u, β, v)  +  

1

2 
 𝜓 (u, β, v)αz 

= z ∘𝛤  𝜓 (u, β, v) .  
 

Definition   3.7:- 

    A ℑ −module Ḿ of ℑ. 𝛤 −algebra ℑ who be referring to 𝐶𝑒𝑛𝑡(Ḿ) as a linearly mapping ։ 
ℑ → Ḿ, refer 𝐶𝑒𝑛𝑡(Ḿ) if for all 𝑥, 𝑦 ∈ ℑ , 
𝛿 (𝑥 ∘𝛤 𝑦) = 𝑥𝛼 𝛿(𝑦).  

 
Theorem 3.8:- 

     Let ℑ be perfect ℑ. Γ–algebra on ℱwhere Ḿ is ℑ– Γ −module checking 

 𝐴𝑛𝑛Ḿ(ℑ) = {0} . Let 𝜓։ℑ × Γ × ℑ → Ḿ be asymmetric bi−𝛤 −derivation and 𝛾 belong on 

𝑐𝑒𝑛𝑡(Ḿ). Thus, the equivalence of the following equations is achieved.  

𝜓(w, α, u ∘𝛤 v)  =  wα𝜓(u, v) . ∀u, v, w ∈  ℑ … … … . ①  
 zαδ(x ∘𝛤  y) = xαδ(y ∘𝛤  z)  +  yαδ(x ∘𝛤  z) . ∀x, y, z ∈  ℑ … … … … ②  

 

Proof: 

Suppose that 𝜓։ℑ × Γ × ℑ → Ḿ is asymmetric bi−𝛤 −derivation checking ①. Defining 

 𝛿 ։ ℑ → Ḿ as a linearly mapping by  

δ(x ∘𝛤 y) = 𝜓(𝑥, 𝛼, 𝑦) , ∀x, y ∈  ℑ   
Suppose ∑ 𝑥𝑖 ∘𝛤   𝑦𝑖 = 0𝑖  then we have 

0 = 𝜓(𝑢, 𝛼, ∑ 𝑥𝑖 ∘𝛤   𝑦𝑖   𝑖 )  =  ∑ 𝜓(𝑢, 𝑥𝑖 ∘𝛤   𝑦𝑖  ) 𝑖   
= ∑ 𝑢𝛼𝜓(𝑥𝑖 ∘𝛤   𝑦𝑖  ) 𝑖 =  𝑢𝛼( ∑ 𝜓(𝑥𝑖 , 𝑦𝑖 ))𝑖  
Since 𝐴𝑛𝑛Ḿ(ℑ)  =  {0} , ∑ 𝜓(𝐼 𝑥𝑖 , 𝛼, 𝑦𝑖 )  =  0 
Hence 𝛿 is well–define  

∀ 𝑢, 𝑣 ∈ ℑ , suppose  𝑣 = ∑ 𝑥𝑖 ∘𝛤 𝑦𝑖𝑖  then we have  

𝜓(𝑢, 𝛼, 𝑣)  =  𝜓(𝑢, ∑ 𝑥𝑖 ∘𝛤 𝑦𝑖𝑖 )   
=  ∑ 𝜓(𝑢, 𝛼, 𝑥𝑖 ∘𝛤 𝑦𝑖𝑖 )  =  ∑ 𝑢𝛼𝜓( 𝑥𝑖 ∘𝛤 𝑦𝑖𝑖 )   
= ∑ 𝑢𝛼𝛿( 𝑥𝑖 ∘𝛤 𝑦𝑖)𝑖  =  𝑢𝛼(∑ 𝛿( 𝑥𝑖 ∘𝛤 𝑦𝑖)𝑖    
= 𝑢𝛼𝛿(∑ 𝑥𝑖 ∘𝛤 𝑦𝑖𝑖 ) = 𝑢𝛼𝛿(𝑣) .  
Then we have 𝛿(𝑥 ∘𝛤  𝑦)  =  𝜓(𝑥, 𝛼, 𝑦) =  𝑥𝛼𝛾(𝑦). 
This implies that 𝛿 ∈  𝑐𝑒𝑛𝑡 (𝑀) . 
For all  𝑥, 𝑦, 𝑧 ∈ ℑ .  
zαδ(x ∘𝛤 y)  =  zα𝜓(x, α, y)  =  𝜓(x ∘𝛤  y, α, z)  
=xα𝜓(y, α, z)  +  yα𝜓(x, α, z) 
=xα𝛿(𝑦 ∘𝛤 𝑧) + 𝑦𝛼𝛿(𝑥 ∘𝛤  𝑧) 

This means that 𝛿 satisfies ② 

Now, we assume that 𝛿 belongs to 𝑐𝑒𝑛𝑡(Ḿ)  and satisfying ②. And define ։ ℑ × Γ × ℑ → M  

is being a bi−linearly mapping by 𝜓(𝑥, 𝛼, 𝑦) = 𝛿(𝑥 ∘𝛤  𝑦), for all 𝑥, 𝑦, 𝑧 ∈  ℑ.  

𝜓(x ∘Γ  y, α, z)  = δ((x ∘𝛤  y)  ∘𝛤  z)  =  δ(z ∘𝛤  (x ∘𝛤  y))  =  zαδ (x ∘𝛤  y)  
= xαδ(y ∘𝛤  z)  +  yαδ(x ∘𝛤  z)  =  xα𝜓(y, z) + yα𝜓(x ∘𝛤  z)  
Hence, 𝜓 is symmetric bi−𝛤 −derivation satisfying ① 

Corollary 3.9:- 
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     If ℑ is perfect  ℑ. 𝛤 −algebra and checks that  𝐴𝑛𝑛(ℑ)  =  {0}. Hence, all symmetric  

bi−𝛤 −derivation 𝜓 on ℑ satisfies ①is of the from 𝜓(u, α, v)  =  δ(u ∘𝛤  v) , where δ ∈

 cent(ℑ) such ② satisfies. 

 

Remark 3.10:- 

      Assume that ℑ a  ℑ. 𝛤–algebra, clear that 𝜓։ℑ × 𝛤 × ℑ → 𝐴𝑛𝑛(ℑ)  𝑤𝑖𝑡ℎ 𝜓(ℑ, 𝛼, ℑ´)  =  0 

be a symmetric bi−𝛤–derivation over ℑ  and call it trivial bi−derivation . 

Let 𝜓 ։ℑ × 𝛤 × ℑ → ℑ be an optional symmetric bi−Γ −derivation for all 𝑢, 𝑣 ∈ ℑ , 𝑧 ∈
 𝐴𝑛𝑛(ℑ) , we have got  

0 =  𝜓(𝑧 ∘𝛤  𝑢, 𝛼, 𝑣) =  𝑧 ∘𝛤 𝜓(𝑢, 𝛼, 𝑣) +  𝑢 ∘𝛤  𝜓(𝑧 ∘𝛤  𝑣) = 𝑢 ∘𝛤 𝜓(𝑧, 𝛼, 𝑣). Hence,
𝜓(𝑧(ℑ), ℑ) ⊆  𝐴𝑛𝑛(ℑ) .  
As a result, setting   ℑ̅  = ℑ ⁄ 𝐴𝑛𝑛 (ℑ), then we can define a symmetric bi−Γ −derivation  

�̅� ։ ℑ̅ × 𝛤 × ℑ̅ → ℑ̅ 

By  

�̅� (�̅�, �̅� , �̅�)  =  𝜓(𝑢, 𝛼, 𝑣)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ where  

�̅�  =  𝑢 +  𝐴𝑛𝑛(ℑ)  ∈ ℑ̅ for  ∈ ℑ. 

 

Lemma 3.11:- 

    Let ℑ be a ℑ. 𝛤–algebra be trivial bi−𝛤 −derivation over ℑ. The map 𝜓 → �̅� be  1―1 map 

of symmetric bi−𝛤–derivation satisfying ① over ℑ of symmetric bi−𝛤–derivation checking 

①over ℑ̅ .  

 

Proof  

     Assume   𝜓1 , 𝜓2 be symmetric bi−𝛤 −derivation on ℑ such that 𝜓1  
̅̅ ̅̅̅ = 𝜓2 ̅̅ ̅̅ , then 𝜓 = 𝜓1 −

 𝜓2 is asymmetric bi−𝛤 −derivation on ℑ . since 𝜓1  
̅̅ ̅̅̅ = 𝜓2 ̅̅ ̅̅  then 

 𝜓1  
̅̅ ̅̅̅(ℑ̅)  = 𝜓2 ̅̅ ̅̅ (ℑ̅)  

Subsequently 

𝜓1 (ℑ) − 𝜓2(ℑ)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = 𝜓1  (ℑ)̅̅ ̅̅ ̅̅ ̅̅ ̅ − 𝜓2 (ℑ)̅̅ ̅̅ ̅̅ ̅̅ ̅ = 𝜓1  
̅̅ ̅̅̅(ℑ̅)   −  𝜓2 ̅̅ ̅̅ (ℑ̅) =  0, 

Which implies  

 𝜓1 (ℑ)  − 𝜓2 (ℑ) ∈ 𝐴𝑛𝑛(ℑ)  

𝑖. 𝑒. 𝜓(ℑ, 𝛼, ℑ)  ⊆  𝐴𝑛𝑛(ℑ) moreover, we have  

𝜓(ℑ, 𝛼, ℑ´) =  𝜓(ℑ, 𝛼, ℑ𝑜ℑ)  = ℑ𝑜𝜓(ℑ, 𝛼, ℑ)  =  0 

So , 𝜓 is a trivial bi−𝛤 −derivation on ℑ . 
 

Definition 3.12 

     let ℑ be a ℑ. 𝛤–algebra . A special bi−𝛤–derivation be a symmetric bi−𝛤–derivation  

𝜓։ ℑ × ℑ → ℑ such that  

1) 𝜓(ℑ´, ℑ´)  =  0 

2) 𝜓(ℑ, ℑ´)  ⊆  𝐴𝑛𝑛ℑ
(ℑ´). 

Every  symmetric bi −𝛤–derivation  

𝜓։ℑ × ℑ → ℑ satisfying  

𝜓(𝑢, 𝑥 ∘𝛤  𝑦) =  𝑥 ∘𝛤  𝜓(𝑢, 𝑦) +  𝑦 ∘𝛤  𝜓(𝑢, 𝑥) ∈ ℑ´   … … … . . (3) 

For all 𝑢, 𝑥, 𝑦 ∈ ℑ.   
Thus, we have a symmetric bi−𝛤–derivation  

𝜓´։ ℑ´ × 𝛤 × ℑ´ → ℑ´ by restricting 𝜓 over ℑ´ × 𝛤 × ℑ´  

  

 

Lemma 3.13 
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Let ℑ is  ℑ. 𝛤–algebra where satisfies 𝐴𝑛𝑛(ℑ)  =  {0} 

1) Up to a specific  bi−𝛤 −derivation , all symmetric bi−𝛤 −derivation 𝜓 satisfying ① on ℑ 

is an extension from a single symmetry  bi−𝛤 − derivation checking (1) over  ℑ´ .  
2) if ℑ´ is perfect, then ℑ has no non zero distinct bi−𝛤 −derivation. 

Proof 

1)  Let   𝜓1 , 𝜓2 be bi−𝛤 − derivation on ℑ satisfy  

𝜓1  
´  = 𝜓2

´
 . Set  𝜓 =  𝜓1  − 𝜓2 ,then  

𝜓(ℑ´, 𝛼, ℑ´)  =  (𝜓1  − 𝜓2 ) (ℑ´, 𝛼, ℑ´)  =  (𝜓1 
´ − 𝜓2

´ ) (ℑ´, 𝛼, ℑ´)   =  0  
Take 𝑢 , 𝑦 ∈  ℑ´ in (3), then we have  

𝑦 ∘𝛤  𝜓(𝑢, 𝛼, 𝑥)  =  0 , ∀𝑥 ∈  ℑ , 𝑦, 𝑢 ∈  ℑ´   
I.e. 𝜓(ℑ, 𝛼, ℑ´)  ⊆  𝐴𝑛𝑛ℑ

(ℑ´) . 

Hence, 𝜓 is a distinct bi−derivation over ℑ 

2) Suppose that 𝜓 is a distinct bi−𝛤 −derivation over ℑ. From  proof  (1), one  can get 

𝜓(ℑ, 𝛼, ℑ´)  ⊆  𝐴𝑛𝑛ℑ
(ℑ´) . 

Since ℑ is perfect and satisfies 𝐴𝑛𝑛ℑ
(ℑ)   =  {0} , can be 𝜓(ℑ, 𝛼, ℑ´)  =  0. 

Suppose that 𝜓 ≠  0 , 𝑥1 , 𝑥2 ∈  ℑ such that  

𝜓(𝑥1 , 𝑥2)  =  𝑍12  ≠ 0.  
Since 𝐴𝑛𝑛(ℑ) =  {0}, we can see 𝑥3 ∈  ℑ such that  

 𝑥3  ∘𝛤   𝑍12  =  𝑍 ≠  0.  
Let  𝜓(𝑥1 , 𝑥3)  =  𝑍13  , 𝜓(𝑥2 , 𝑥3)  =  𝑍23 . 
Then we have  

0 =   𝜓(𝑥1 ∘𝛤   𝑥3, 𝛼, 𝑥2)  =  𝑥1 ∘𝛤 𝜓( 𝑥3 , 𝛼, 𝑥2 )  +  𝑥3 ∘𝛤  𝜓(𝑥1 , 𝛼, 𝑥2) =    
𝑥1 ∘𝛤  𝑍23  +  𝑍 … … … … … . . (1) 
0 =  𝜓(𝑥1 ∘𝛤   𝑥2, 𝛼, 𝑥3) =  𝑥1 ∘𝛤  𝜓( 𝑥2 , 𝛼, 𝑥3)  +  𝑥2 ∘𝛤  𝜓(𝑥1 , 𝛼, 𝑥3) =  
  𝑥1 ∘𝛤   𝑍23 + 𝑥2 ∘𝛤  𝑍13   … … (2)  
0 =    𝜓(𝑥2 ∘𝛤  𝑥3, 𝛼, 𝑥1) =  𝑥2 ∘𝛤   𝜓( 𝑥3 , 𝛼, 𝑥1)  +  𝑥3 ∘𝛤   𝜓(𝑥2 , 𝛼, 𝑥1) =   
𝑥2 ∘𝛤  𝑍13   +  𝑍 … … … … … . (3)  

 From (1), we get 

𝑥1 ∘𝛤  𝑍23  +  𝑍 = 0  ⟹ 𝑥1 ∘𝛤  𝑍23  = − 𝑍 

From (2), we obtained 

𝑥1 ∘𝛤   𝑍23 + 𝑥2 ∘𝛤  𝑍13 = 0  ⟹ 𝑥1 ∘𝛤  𝑍23 = − 𝑥2 ∘𝛤  𝑍13 

  From (3) 

𝑥2 ∘𝛤  𝑍13   +  𝑍 = 0 ⟹ 𝑥2 ∘𝛤  𝑍13  = − 𝑍  

We deduce that  

𝑍 =  −𝑥1 ∘𝛤  𝑍23   =  𝑥2 ∘𝛤  𝑍13   =  − 𝑍 , 
Which is a contradiction. Therefore,  𝜓 = 0. 

 

Conclusions: 

     The concept of Jordan Γ –algebra, special Jordan Γ –algebra and triple Γ –homomorphisms 

are introduced and studied. In addition, Bi - Γ –derivations and Annihilator of Jordan  Γ-algebra 

are introduced and discussed. Finally, many results of these concepts are obtained. 
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