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Abstract

This paper concentrates on employing the g-difference equations approach
to prove another generating function, extended generating function, Rogers
formula and Mehler’s formula for the polynomials h,(a,b,x|q™1), as well
as the generating functions of Srivastava-Agarwal type. Furthermore, we
establish  links between the homogeneous gq-difference equations and
transformation formulas.
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Introduction
Through this paper, we will employ the same concepts and terminologies as in [1], assuming
that |q| < 1.
The g-shifted factorial is given by the following:
_ (L if T=0,
(@ q)e = {(1 —a)(1—-aq)(1—aq™), if t=123 .
and
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o

(@ Do = 1_[ (1-aq"®).
=0
For consecutive g-shifted factorials, the following notations will be used:
(a1; A2y ey A Q)n = (al; Q)n(azF Q)n (am; Q)n'
(alr Az eeey A, q)oo = (al; Q)w(az; Q)oo (am; Q)oo-
The basic hypergeometric series ¢ is stated as:

ai, .., Ay N (a1 Qi (ar; @ [ ]1+S r
4, x) = D* X",
r(ps (bl' " b 1 ) =0 (CI; Q)K (bl; q)rc (bs; Q)K ( )
where g # 0 whenr > s + 1. Meanwhile
A1y ey Ayt N (a1, -, Qi1 P,
4, X ) = x™, x| < 1.
r+1¢r( by, ..., by ) — (4,1, -, by D al
The g-binomial coefficients are given by
[n] _ (4 Dn
k (4 D (@ Dn-x
The Cauchy identity is given by [2]
(@ 9« o _ (@59«
= , x| < 1. 1.1
Z @D @D (D)
Also, the following the EuIer |dent|ty can be deduced as a special case of (1.1) as follows [3]:
o) K
~1qld)
—x" = (%, q) - 1.2
Z (45 D« () (12)

k=0
Chen and Liu [4] recalled the operator 8, which is found in the work of Roman [5] as:

Definition 1.1[4,5,6,7] The operator 6 is defined as:
flag™) - f (a)
0 (@) == (13)
In 1998, Chen and Liu [4] introduced the g-exponential operator E (b8), influenced by the

Euler identity (1.2), as:
be"
E(b6) = zq ( )

(@D

In 2010, Liu [8] discovered the solution to the q-difference equation and expressed it in g-
operator form.

Theorem 1.2 [8]. In a neighborhood of (a,b) = (0,0) € C?, if f(a,b) is a two variables
analytic function and the following g-difference equation holds:

(b —a)f(aq,bq) = bf (a,bq) — af (aq,b). (1.4)

f(a,b) = E(bO){f(a,0)}.

According to Liu’s work [8], the g~ 1-Rogers-Szegd polynomials are given as follows:
n

h(a,blg~!) = z (7] a*-meaxbmx. (1.5)
k=0
Theorem 1.3 [8]. In a neighborhood of (a,b) = (0,0) € C?, if f(a, b) is a two variables
analytic function such that the g-difference equation (1.4) holds and f(a, 0) has the following
expansion

Then
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f(a,0) = i c.ak,

k=0

where ¢, is independent of a. Then

f@bh) =) wch(ablg™)

He derived Mehler’s formula for the polynomials h,(a,b|q~!) by using the g-difference
equation technique.

Theorem 1.4 [8]. Let h,.(a, b|q™1) be defined as in (1.5), then
- n tn act, adt, bet, bdt; @) e
> 1@ ha(e,dlg hata blg ) = ¢ ?
n=0

: (@@)n  (abcdt?/q;q)e
provided that |abcdt?/q| < 1.

In 2021, Arif and Saad [9] presented the homogeneous g-shift operator that £ (a, b; 0) as
follows:

(1.6)

® 42
= q'2’(a; q)y
E(a,b;0) = ——— (bO)*.
(@5:0) ; @GO
Also, they defined

n
h,(a,b,x|q”1) = Z [Z] q"z_""a"b"_"(x, Q- (1.7)
k=0
The operator E(a, b; ) demonstrates suitability for responding with the polynomials
h,(a,b,x|qg™1):
E(x,a;0){b"} = h,,(a,b,x|q~ ). (1.8)

On the other hand, Arif and Saad [9] have used operator representation to introduce the
generating function and its extensions, Roger's formula and Mehler’s formula for
ha(a,b,x|q™").

In 2022, Saad and Reshem [10] used the g-Gospers algorithm [11,12] to verify that the
function f(a, b, c) satisfies the g-difference equation.

This paper is structured as follows: Two theorems that will be utilized in the following
sections, are presented and proved in Section 2. Section 3 focuses on using the representation
(1.8) and the method of the g-difference equations to construct another generating function,
extended generating function, Rogers formula and Mehler’s formula for h,(a,b,x|q™ ).
Section 4 will be interested in contracting the generating function of Srivastava-Agarwal type
by using the representation (1.8). Finally, Section 5 is concerned with establishing a
transformational identity involving generating functions for h, (a, b, x|q~*) by implementing
the g-difference equations approach.

2. g-Difference Equations for the g-Shift Operators
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This section is interested in establishing and proving two theorems, which are essentially in
proving some results in the next sections. By supplying special values to parameters, two
theorems were established by Liu [8] .

Lemma 2.1 [13]. A complex-valued function f is analytic for any open set D < C" when it is
analytic for all variables in D, separately.

Lemma 2.2 [14]. If f (x4, X3,..., X, ) is analytic at (0,0, ...,0) € C*, then it has an absolutely
convergent power series expansion in the following form:

f(x, X0,000, %) = Z U,y nkx?lxgz...x,?" (2.1)
Nq,M2,.,Ne=0
Theorem 2.3 In the neighbourhood of (0,0,0) € C3, if f(x, b, a) is a three-variable analytic
function which satisfies the equation

q‘lb[f(x, b, a) - f(x' b, aq)] = a[f(x,bq‘l,aq) - f(x' b, aq)]

+ax[f (x,b,aq?) — f(x,bq~",aq?)], (2.2)
then
f(x,b,a) = E(x,a;6,){f(x,b,0)}. (2.3)
Proof. Taking the Lemmas 2.1 and 2.2 into account we suppose
fCx,b,a) = z A (x,b)a’. (2.4)

Now, when (2.4) is substltuted for (2.2), we obtam

Z A(x,b)a” - Z A (x, b)(qa)f]

Z Ac(x,q7'b) (q)" Z A, (x, b) (q0)" ]

q b

=a

+ax

Z Az b)(ga)" Z Ac(x,q7 ') (¢ a)" ]

q‘lbz (1—-g%)A.(x,b)a”
=0

a|) (A7) = A DI(ga) —x ) [Ac(x,q7'h) = Ac(x, b)](an)f]
=0

7=0
= > 471 = %A, 47h) = AcCx, bY@,

=0
By equating the coefficients of a® to both sides of the above equation, one can have
q'h(1 = q)A(x,0) = "' (1 — ¢" ") [Ar—1(x,q7'b) — A;_1(x, b)]
A.(x,b) = g (1= q" %) [Ar—1(x,q7b) — Ar_1(x, b)]
o 1(1 - q%) ) q b
" (1-q"x)
0.{A._.(x,b)},
(1 _ q-[) b{ T 1( )}
where 6, is the operator 8 acts on the variable b.
By iteration, we get
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6p{Ao(x, b)}.
Note that Ay(x, b) = f(x, b, 0). Hence

@) (o

When we substitute (2.5) for (2.4), we obtain

[0e]

O
Fauba) = Y D 57 b, O))a

=0

= E(x,a; 0,){f (x, b, 0)}.

0p{f (x,b,0)}. (2.5)

Theorem 2.4 In the neighbourhood of (0,0,0) € C3, if f(x, b, a) is a three-variable analytic
function verifying (2.2). Also, f(x, b, 0) possess the following expression:

£(x,b,0) = z tnb™, (2.6)
n=0
where u,, is independent of b. Then
fGob,@) =) tinha(a,b,xlg™. 27)
0

Proof. From equations (2.3) and (2.6), we ge?z
f(xr b' a) = E(X, a; Hb){fgcr b' 0)}

=FE(x,a;6,) {2 ,unb”}

n=0

> i Cx, @ 0,)(b")
0

n

NgE

pnhn(a,b,x|qg™").  (by using (1.8))
0

S
Il

* Setting x = 0 and exchanging a with b in Theorem 2.3 and Theorem 2.4, we get
Theorem 1.2 and Theorem 1.3 obtained by Liu [8].

3. The g-Difference Equations and their Applications for h,,(a, b, x|q™1)

This section focuses on using the techniqueof the g-difference equations to verify some
identities for h,,(a, b, x|q™1).

3.1 Generating Function for h,,(a, b, x|q™ 1)

In this subsection, we will illustrate another generating function and the extended generating
function for h,,(a, b, x|q~1) is a direct application of Theorem 2.3.

Theorem 3.1 Suppose that max{|sb|, |qa/b|} < 1, we have
N /s Dis* _ ThiDe | (x,7/s
he(a, b, xlq™") - (5t i a.aa/b). 3.1

Proof. Assume that
f(x,b,a) = RHS of (3.1)
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_(rb; Qoo xX,7/s
=G 0 q/sp 0 va9/t)
Because f(x, b, a) satisfies equation (2.2), we have

f(x, b, a) = E(xr a; Hb){f(xr b; 0)}

O (1/5; @) (sh)"
CHOP

= E(x,a;6,) { } (by using (1.1))

k=0
N (/5 @s”
= CHOP

Z h.(a,b,x|qg 1) (r(s q;K . (by using (1.8))

E(x,a; 6,){b"}

Hence, the proof of Theorem 3.1 is completed. m
* When we put x = 0 in the equation (3.1), we obtain:

Corollary 3.1.1 For max{|sb|, |qa/b|} < 1, we have

1 /55 @s” (b @) r/s .
D el blg ™) = T g (110 . qa/b).

K=
* If we set r = 0 in equation (3.1), then the following corollary holds:

Corollary 3.1.2 For max{|sb|, |qa/b|} < 1, we have
Zh( brlg™) = ——— 1 (& 50.qa/b).
ab,x ; a
T @D~ G 7 \a/sp 01

Theorem 3.2 For k e N, we have
(DG
Z P, b, ¥lq ™) e

CHDS
,q/bt; @) (at)™ n
— b (bt; )mz (@ " x C(I;. ;)q) (at) b, (gq ;q'at)_ (3.2)

Proof. Assume that f (x, b, a) denote the right-hand side of equation (3.2).

f(x,b,a) = b*(bt; @) Z (6% %,q/bt @)n(at)” 161 (an: q, at). (3.3)
n=0

= CHN 0
We can check that (3.3) meets (2.2), and we have

f(.b,a) = E(x,a:6,){f (x, b, 0)}
= E(x,;0,) (" (bt; 0)oo)

- _1ng® peyn
=E(x,a;0),) {bk 21?:0 S e i

TDa } (by using (1.2))
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N (_1)nq(?)tn bn+K}

=bxa eb){ (@9

n=0
- (—D)"g@en
— —E , ;9 bn+lc
@ . (x, a; 6p){b"""}

n—O
B (-1 1nqG)en .
= Z (@ b, 2l ™) 5= (by using (18))

= LHS of (3.2). m
* Setting k = 0 in (3 2), we get the generating function for h,,(a, b, x|q™1)

_1yng@yn
Z hu(a,b, x|q*)% bt Do 161 (3 ,at) (34)

obtained by Arlf and Saad [9].

3.2 Rogers Formula for h,,(a, b, x|q™ 1)

The goal of this subsection is to validate Rogers formula for h,(a, b, x|g~1) using the g-
difference equations method.

Theorem 3.3 Let the polynomials h,,(a, b, x|q™1) be defined as in (1.7), then
. (-D)rg@en (—1)mg(Psm

s

hn+m(ar b!xlq_l)

n=0 m=0 (q; q)TL (q; q)m
v (D" @) (as)" (ani atbs)
= b ,b ) o) ) 1 q, ] 35
(bt Sq); @D z¢10 bsi 4~ (3.5)

Proof. Assume that
f(x,b,a) = RHS of (3. 5)

n" ) i Dn n q b
= (bt, bs; %Z( )"(q(’;)‘” @) o, (’gq 'bs,q,“’;s) (36)

One can easily check that (3. 6) satlsfles (2.2), then we get

f(x,b,a) = E(x,a;6,){f (x,b,0)}
= E(x, a; 0,){(bt, bs; @) o }

1@ b S (1) (bs)™
=E(x,a;9b){ (=D"q'=/(bt) (—1D™q"2’(bs)

; . (by using (1.2))
= @GDn &= (@D }
Z (—1)"q(121)t” (_1)mq(’;‘)sm }
bm+7’l
n=0 m=0 (q’ CI)n (ql q)m
_ i (—Dnq@er (~1)mg(Psm
- £ (@ Dn (4 Dm

iy DB (g Gsm |
Z) ZO hpin(a, b, x|lg™") @ . GO (by using (1.8))

= E(x, a; Hb){

E(x, a;6,){b™*"}

88
8iM8

This corresponds to the LHS of (3.6). o
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3.3 Mehler’s Formula for h,(a, b, x|q™ 1)

The aim of this subsection is to concentrate on showing how Theorem 2.3 and Theorem 2.4
combine togathor to give Mehler’s formula for h,(a, b, x|q~1). The next theorem is known as
the Mehler’s formula for h,,(a, b, x|q™1).

Theorem 3.4 Let the polynomials h,(a, b, x|q~*) be defined as in (1.7) , then

> 1" Dha(c,d, yIg™ D haa, b, ¥lg ™)
n=0

(@ Dn
— (hdt- & 0D 0 ), (x5 9D k n
= (b Q)wz (@ D@ Dn (bet)™(adt)

k7{0 n=0
~*,xq™, q/bdt
x sy (10904 g qar). (3.7)
Proof. Let f(x, b, a) be the right-hand side of equation (3.7).
%) %) k n
—1)ktn (2)+(2) : ;
(e b,a) =(bdt;q)mz (—1D"""q VD (6 Pn (bet)* (adt)™
b L CHATICH S
~* xq", q/bdt
x s (1 X090 g, adr). (38)

One can easily check that (3.8) satisfies (2.2), then we get
0 k
Fub,0) = (bt ), Y D 1@

= (d(b); Do 191 (3 0, c(bD))

1\, n
:;hn(c,d,qu—l)( D(qc;lq),(lbt) (o using (3)

(bct)*

NG
=Y h,(c,d ylg")————— b™
nz_; (e.d. ™) (4 Dn

From (2.6), we have
fO05,0) =) b
n=0

Hence
L (=DrgDen
Uy = ho(c,d, y|q™ ") ————.

(4; Dn
From (2.7), we get _
feobay =) (~1"q®h,(a,b,xlg™Hha(c,d, ylg™) a
] (@ Dn
= LHS of (3.7). 0

* Setting x = y = 0 in (3.7), we retain equation (1.6) obtained by Liu [8].
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4. Srivastava-Agarwal Type Generating Functions

In this section, the representation (1.8) is used to construct the Srivastava-Agarwal type
generating function for h, (a, b, x|g~1) by employing the homogeneous g-difference equations

strategy.
Al-Salam and Carlitz polynomials [15] (or Hahn polynomials [16,17]) are defined by
n

n T+1)_ T T
p0le) = ) [2]a ey (/e ) (4.1)
=0
The following generating function is called the Srivastava Agarwal type generating

function:
Lemma 4.1 For Al-Salam and Carlitz polynomials w(a) (x]q), one can get

< ()
17, (@) L), L
nZ( DY ) D
o] _1Tl (721) A, n n l n
D 2¢1(“'Aq;q'axt)' -
- »4)n 0

Proof.
- (a,) . (—1)nq(?)tn
ZO U Cel) B s
g )k (10 @) (DD
CHACH )"
gE)HRm R e (e @) (s s (— 1) qUE e
CHCRS
g (4; @)t™ i (1/a; ) (Aq"; @) (@xt)*
(@D &= (@ D
- ( ) A; ntn l n
5 s e

n=0

(by using (4.1))

I
s

S

I}

o
DT

N

—1)"

DT s
S
1l
o

S
o

* Setting A = 0 in equation (4.2), we get

(D¢ .
2 (@ qt"  (t,xt;q)o
- (1% " (xle )(q,q)n (axt; @)oo’ laxt] <1, (4.3)

which obtained by Cao [18].

Theorem 4 2. If Jautx| < 1, then one can obtain

Z DM el 2l Ll
n X a, u,
! AT (4 Dn
(Ut 1t Q) N (1, A, 1t q ™" @) (aaxt)” Aq™,
B (autx)oo — (a’utxq—n’ q, q)n 1¥1 (0 ) qr at) . (44)

Proof. Assume that H(x, a, i, 4, a) be the RHS of (4.4).
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tputx; Qe o (1), A, utq™; £)" n
(ut, ptx; q) Z (1/a, 2, putq ’ q)n(aaxt) ) 1(/1q ;q’at) (4.5)
(autx)e £ (autxq™, q; Q)n 0
Assume that the variable u is influenced by the operator 8. Since (4.5) is achieved (2.2), by
using (2.3) one can get
H(x, a1, A a) = E(A, a; 6,){H(x,a, 1, 1,0)}

= E(A,a6,) {—(“ bR Q)‘”}

H(x,a,u,A,a) =

(aptx; @)oo o
=E a6 ){z (- P (x|q )q(q (5)) } (by using (4.3)
< Oen
=2, OO0 - E a0, ()
& o
=D, COOCD@u g s (by using (18)

n=0
= LHS of (4.4).

* Setting u = 0 and a = 1 in equation (4.4), we get (4.2).
* Setting u = 1 and a = 0 in equation (4.4), we get (4.3).

5. A Transformative Identity Consisting of Generating Functions for
h,(a b, x|q™")
This section is devoted to deriving a transformational identity by using the homogeneous g-
difference equation strategy, which involves the generating functions for h, (a, b, x|q™1).
Theorem 5.1 If

o)

D A@ =) BOb 9 (5.1)
=0 =

IS convergent then

Z Ah(a,b,x|q™) = Z BO(btq" ) 161 (3 0, atq"), (52)

assuming (5 2) is convergent.
Proof. Let f(x, b, a) be the RHS (5.2), that is:

fOub,a) =) B@®Bta: q)e 11 (5 0.0t7). (53)
=0
One can easily check that (5.3) satisfies (2.2) and by (2.3) get
f(x,b,a) = E(x,a; Hb){fgox, b,0)}

= E(x,a;60p) {Z B(7)(btq"; q)oo}
7=0

= FE(x,a;6,) {Z A(T)b’} (by using (5.1))
=0

= Z AME(x,a;6,){b"}
=0
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= Z A(t)h.(a,b,x|q™). (byusing (1.8))
7=0
Thus, we get the LHS of (5.2).

Conclusion

In this work, the g-difference equations approach is employed to prove somegenerating
functions, namely the extended generating function, Rogers formula, Mehler’s formula for the
polynomials h,,(a, b, x|q~1) and the generating functions of Srivastava-Agarwal type. Also, a
connection between the homogeneous g-difference equations and transformation formulas is
established. Finally, some important properties and results are discussed and studied.
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